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Commuter aircraft typically have low wing Ioadingyand fly at low

’ altitudes, and so they are susceptible to undesirable accelerations caused
" s

/7
. by random atmospheric turbulence. Larger commeicial aircraft typically

have higher wing loadings and fly at altitudes whdre the turbulence level is
iower, and so they provide smoother rides. This project was initiated
p
A based on the goal of making the ride of the ;ommuter aircraft as smooth as

the ride experienced on the major commercial airliners. The objectives of

i:j this project were to design a digital, longitudinal mode ride gquality
augmentation system (RM™AS) for a commuter aircraft, and to investigate the -v—d
effect of seiected parameters on those designs. |

The initial stage of this research was the development of an inter-
active control augmentation design (ICAD) program for use in tha design and

evaluation of the candidate RQASs. This computer aided design program

included both optimal and classical design approaches for either continuous

or digital systems, and provided data for analyses in both the time and -

' A

frequency domains.

L el

Both optimal and classical RQAS desipns were generated for the five

flight conditions selected as representative of a typical commuter mission,




/A,..f?using a8 Cessna 402B. Theso RQASs used direct iift flaps and the eleveior
l for control of the longitudinal accelerations. The design parameters
selected include the sample time_‘(Is'rf:‘éomputatlon delay time (}ﬂ)&,ls’ervo
bandwidth, and the flep and elevator control power. Optimal and classical
point designs, based on the nominal design [ ~Imeters, are presented for
all five flight conditions. Parametric analyses for all five flight condi-
tion for both the optimal and classical designs are also presentecl.&w e
Each of the nominal dasigns was tested on the KU-FRL hybrid simulator
using the digital prototype controller devetoped during this project. Both
time and frequency domain analyses are again presentéd for each point
design. This simulation served to validate the RQAS designs on a system
where the aircraft was modeled continuously on an analog computer, and the
RQAS function was provided by the prototype controller.
The final phase of this project was another validation of the RQAS
designs, again wusing the prototype controller, this time on the full
I_ 6 degree-otf-treedom (DOF) NASA moving-base Cessna 4028 simulator. Piloted
simulations to evaluate the handling qualiities were done as a part of this
simulation, in addition to the unpiloted tasts similar to the ones done on
- the hybrid and digital simulations.
: The results of this study indicated that either optimal or classical,

longitudinal mode, digital RQASs can provide 15-50% reductions in RMS

R Rl SRR

accelaeration for various combinations of design parameters in three differ-
. ent simulations. The noxt step should be a detailed hardware and struc-

tural design program, leading to 8 flight test of a digital RQAS on the

' Cessna 4028
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1. INTRODUCTION

1.+ BACKGROUND

The commuter airline industry has expanded rapidly in both numbers of
carriers and numbers of flights over the past several years, due primarily
to the federa!l deregulation of the major air carriers in 1978. Following
deregulation, the major airlines showed an understandable preference for
continuing their longer, more protitable routes, while divesting themselves
of the shorter, less populated routes previously forced on them by the
Civil Aeronautics Boesrd. Commuter airlines have picked up most of the
routes dropped. For example, in 1980 the number of commuter passengers
increased by 6% while the number of major airline passengers decreased.
The number of commuter passengers has continued to increase by about 15%
per year from 1981 through 1983, and that rate is expected to continue at
least through 1985 [1). The resuit of this growth is that mnre of the
general public is now riding on smaller and generally less sophisticated
commuter aircraft.

To accommodate this increased market, there has been a renewed
interast in small (15-50 passenger), short-haul, propeller driven commuter
aircraft. Advances in aerodynamic and powerplant efficiencies, propelier
design, and noise abatement are now teing applied to commuter aircraft.
New designs incorporating these advances are currently being generated by
major domestic and foreign airframe and engine manufacturers, and by

leading educational institutions. In addition, human factors engineering

has improved seating comfort. reduced internal noise levels, and increased

1
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carry-on luggage space - three commonly voiced criticisms of commuter air-
craft. In summary, much effort is being expended toward making commuter
aircraft as efficient and as comfortable as the larger aircraft that they
are replacing.

However, one important area that has received little recent attention
is ride quality or ride smoothness. Ride quality is basically a function
of the aircratt aerodynamics and mission profile. The commuter aircraft,
because of its characteristic aerodynamic design and typical mission
profile, is a good candidats for an active Ride Quality Augmentation System
(RQAS). This is particuiarly true because an increasing number of new
commuter passengers have had previous flight experience only on large,
smooth-flying aircraft, and thus expaect the commuter aircraft to have a
comparable ride. This research project was initiated with the overall goal
of providing a ride quality on the commuter aircraft which was comparable
to the ride currently experienced on the larger commercial aircraft The
initial phase of this project consisted of a literature search and feasi-
bility study (2] to determine the best approach to follow for the detailed
design of an active control RQAS. The results of that feasibility study
suggested that the requirement and technology now éxist to make implementa~
tion of a RQAS on commuter aircraft both technically and economically
attractive. Based on that finding, this project was initiated to provide
detailed design and purameter studies for a RQAS tor the Cessna 402B The
rest of this chapter describes the basic concepts, past research, and the

proposed configuration for which the detailed design work was done.
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1.2 BASIC DEFINITIONS AND CONCEPTS B

~ A poor ride is one with enough motion perturbations of significant

magnitude to be uncomfortable to the passengers. These motion perturba-

2 DR
L

tions, or bumps, are primarily vertical and lateral accelerations. For an

unaugmented aircraft these accelerations are a function of the vertical

gust intensity (gy,), wing loading (W/S), and lift curve slope (C_ ) in the
a

vertical mode; and latera! gust intensity (0y). W/S, and side fcrce due to

'\

- sideslip angle (cYﬁ) in the lateral mode. A first level approximation of

the acceleration response to these parameters is shown below.

R pU 1 .
Ag = === (CL) (====- ) (ow). (1.1)

. 2 & W/S

= p U 1

- and Ay = === (Cy) (-===7) (o)

| B WS

From an inspection ot Eqn (1.1), the parameters that cause poor rides are
high gust intensity, low W/S, and a high C_ or high Cy . The commuter
a B

aircraft is typically adversely affected by all three of these parameters

- plus one additional factor that does not show up in the first order approx-
__ imation. Table 1.1 lists the characteristics of many current and future 3
_— cornmuter aircraft, and compares them to those of three Boeing 700 seriss i ;
aircraft.
:,_ Before going into 8 specific discussion of commuter characteristics, a
)

,... mention of the relative importance of the two accelerations is appropriate. ~
E It is not obvicus from Eqn (1.1) which of the accelerations is the most \'

e
o fe 0
et

important, the lateral or the vertical The principla differe~-92 in the
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Table 1.1 Current and Future Commuter Characteristics

R Crulse Numbor of Max T/0
. Adlrcratft Vel (mph) Alt (ft) Paes. Woight (1b) w/S AR
- Aarcapatiale (Nord)
' 262 23 26-29 233169 19.S 8.7
'l ATR-42 319 20000 49 32450 58.5  12.4
Ahrens ARIQ4 195 $000 3o 17500 41.% 10.3
Antonov An-26 266 19700 39 (ul) $2950 6%.6 1.4
Beech Alrcraft Co.
c-99 288 10000 15 11300 40.4 7.6
. 1900 304 10000 19 15245 $0.1 9.8
o
’ Britleh Asrospacse
Jetstreaa J1 304 15000 18-19 14100 52,3 12.0
CASA C-212-200 230 10000 26 16093 37.4 9.0
= DeHavilland
[ ) DHC~6 (Twin Otter) 310 10000 13-18 12500 29.0 10.
- DHC=7 (Dash 7) 266 10000 S0 44000 51.2 10.1
DHC~-8 (Dash 8) 300 32
- Dornler Comauter LTA 250 9850 24 15102 LIV W
Eabrasr ETMB-120 291 20000 30 21164 $1.7 10.3
ey
- Paokker P.27-200 298 20000 52 44996 $9.7 12.0
B r.27-500 Jo0 20000 60 45000 $9.7 12.0
T P.27-600 300 20000 44 45000 $9.7 12.0
Gulfsireaa Aserican Gi1-C 291 25000 n 36000 $9.0 10.1
. Saab-Pairchild Br-3490 I 15000 34 25000 5.9 11.0
Shorte
130 220 10000 30 22600 43.9 123
3é0 24) 10000 36 25700 56.7 2.3
Swearingen Metro 13X 294 10009 20 13500 45.0 7.7
Cesana 4028 240 6 6300 32.2
soelng
727-200 614 25000 189 209500 127.0 7.
737-200 s68 29000 130 §17000 19.4 9.8
757-200 494 29000 196 230000 115.) 7.0
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accelerations is due to the CLa and CYB terms. Normally, at altitudes
greater thun 500 ft, turbulence Is isotropic sO0 thst the vertical and
latera! gusts will be of approximately the same magnitude. Howaever, CLa is
always larger than Cvp' often by a factor of 4-10 times. Thus. the verti-
ca! accelerations are by far the dominant influence on the ride quality,
and most efforts in the past have been dedicated to smoothing the longi-
tudinat maode.

The commuter aircraft has poor ride characteristics due to four speci-
tic factors. First, as shown in Figure 1.1, gust intensity is basically a
function of altitude. The Root Mean Square {RMS) gust velocity reaches a
peak between 1000 and 8000 feet AGL, and then gradually decreases witn
altitude. Commuter aircraft tend to fly at altitudes ranging from 5000 to
20000 feet while major airliners typically fly at altitudes well above
20000 feet. Second, commuter aircraft have low W/S for short takeoff and
landing distances and because they typically cruise at low speeds. Third,
commuter aircraft tend to have high espect ratio. unswept wings, factors
that contrib;ne to a high CLa' And finally, the factor that doesn't show
up in equation (1.1), commuters are basically rigid aircraft; so very
littie of the turbulence encountered is absorbed by the aircraft structure.
The clear differences between the Boeing aircraft and the typical commuger
aircraft create a fundamental ride disadvantage which cannot be cured
solely by serodynamic design changes. This is mainly becsuse W/S must be
kept reasonably low to maintain the short field length requirements asso-

ciated with commuter aircraft. Therefore, an active control augmentation

system was selected as the best way to alleviate a poor ride.
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1.3 REVIEW OF RIDE QUALITY AUGMENTATION RESEARCH

A comprehensive review of past ride quality research is provided in
reference [2). The two basic approaches, commonly refered to as open- and
closed~loop systems, have been used for ride smoothing systems in the past,
and block diagrams for each are shown in Figure 1.2,

An open-icop system senses Qusts with an angle of attack sensor on a
nose boom, and uses the gust magnitude to calculate control surface deflec-
tions that cancel out the effect of the gust. This type of system has the
distinct disadvantage typical of any open-loop system; i.e. it requires 8
very accurate system model and very accurate sensing of the disturbance.
Several systems have been designed as open-loop controllers, both in the
United States and in Europe [3,4.56]. and flight test programs have been
performed with varying degrees of success [3.4).

The closed !oop system senses one or more motion variable(s), such as
the acceleration and/or the angle of attack rather than the gust itself.
The sensed variable(s) are then used to calculate a control signal that is
used to cancel out the motion sensed. Feedback control systems like these
tend to be less sensitive to mode! or sensor srrors than open-loop systems.
Several designs of this type of system have also been made [7.8,9] using
classical design methods and anslog control systam implementation.

Normally, whether the systems were open- or closed-loop systems,
direct lift flaps. often in coordination with the elevators, ware used as
controi surfaces for the vertical mode. Rudders. ailarons, and direct
side-force generators (when they were available), were typicaily used for

{ateral control.
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One RQAS design was generated by the Boeing Co. for 8 Medium STOL
Transport (MST) candidate design for the military in the early 1970's (10}
This RQAS design was an analytic study on an aircraft with a W/S of 50 psf,
using landing flaps for direct lift, and rudder for tlateral control. These
designs were generatea using ciassicai tecinniques, and were simulated using
high-bandwidth, high-rate actuators with analog control laws. Simulations
of these RQASs demonstrated reductions in RMS acceleration to less than the
0.11 g threshold for cruise, descent, and approach configurations.

The civilian system most recently flight rested [11] was flown only on
a specially equipped Lockheed Jetstar research aircraft, the NASA General
Purpose Airborne Simulator (GPAS). The GPAS has direct lift flaps and
direct side-tforce generators with high-bandwidth, high-rate actuators, and
an onboard analog computer for control system implementation. This RQAS
was designed using classical control design techniques and was implemented
as an analog system using the onboard analog somputer. This system reduced
RMS accelerations by about 50% in simulations and tlight tests, but it was
never implemented on a production aircraft.

Marny other systems were reviewed However, none was ever implemented
on a production aircraft due to handling quality problems. difficuity in
providing good performance over an entire flight profile, and concerns
about the cost. Neverthelass, the conclusion of this feasibility study was
that the state-of-the-art had advanced to the point that RQASs are now more

technically and economically feasible than in the past.
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1.4 PROPOSED RQAS CONFIGURATION AND DESIGN PARAMETERS

The conclusion of the preliminary research and feasibility study was
that a RQAS should be designed for a commuter aircraft. The detailed
review of past RQAS, in conjunction with a review of the technology of
current sensors, actuators, digital processors, and 8 raview of control
design techniques suggested that the RQAS configuration in Table 1.2 was

the most appropriate one for 8 detailed design.

TABLE 1.2 INITIAL DESIGN CONFIGURATION
Longitudinal Mode System
Closed-Loop Feedback Systeam
Separate Surface Dedicated Controls
Digital System lmplementa.tion

Rigid Body Uynamics

The longitudinal mode¢ was chosen for emphasis because the vertical
accelerations are typically 2 to 5 times larger than lateral accelerations.
Also in @ practical sense, flaps can normally be used for direct force
generation in the vertical direction, but no such control exists for direct
force in the lateral direction.

The closed-foop system was chosen because of its greater insensitivity
to model errors and a much larger base of design information. An addi-
tional consideration was that sensors for accelerations, angles, and angu-

lar rates are commonly available at reasonable cost for commuter systems.

10
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The selaction of dedicated control surfaces was pradicated on the
desire to create a system that would not be flight-critical, and thus would
be easier to certity and accept by the commuter manufacturers and users.
In addition, a separate surface was desired so that there would be no
feedback to the pilot through the reversible controls typically used in the
commuter class of aircraft.

The selection of a digital implementation, instead of 8 more conven-
tional gnalog control system, was based on three factors.

1. The desire to provide extra flexibility in the implementation
of the control laws. Two possible uses for this expanded flexi-
bility are gain scheduling (a need cited in past research [11))

and modification of the control laws to restore degraded handling
qualities.

2. The ftact that the advanced state-of-the-art and reduced cost
of microprocessors ncw make it technically and economically
attractive to introduce digital fly-by-wire technology in

commuter class aircraft.

3. The digital microprocessor, after introduction into the commuter
class aircraft for this specific task, wiil also be available for

other functions, such as navigation and guidance.

An additional recommaendation from thae feasibility study was that a
prototype contioller should be built so the digital nature of the system,
8.g. the effects of sample (Ts) and delay time (Td) on the system perform-
ance, could be tested on both hybrid and moving-base simuiators. A hybrid
simulation was selected as an appropriate research tool to provide a con-
tinuous model of both the aircraft and the gust field for the development
of the digital controller, and to evaluate the RQAS designs on a true

sampled data system. The objectives of the moving-base simulation were to

ovaluate the RQAS designs generatad for a 3 degree of freedom (DOF) linear

1"
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model on a full 6 DOF, nonlinear system; and to perform “pilot in the (00p”

simulations for handling qualities evaluations.
1.4.1 SELECTION Of OUTPUT VARIABLES

The selaction of the output variables for evaluation must be based on
the specifics of the problem. For the RQAS design problem, elimination of
vertical acceleration is the primary objective. Therefore vertical accel-
eration was selected as one of the outputs to be used in RQAS evaluations.
The output vector, Table 1.3, also incuded the angle of attack and the
pitch rate, because of their direct contribution to acceleration; the pitch
attitude, because a passenger actually sees variations in this variable;

and the control surface deflections.
TABLE 1.3 OUTPUT VECTOR ELEMENTS

Vertical Acceleration
Angle of Attack
Pitch Rate

Pitch Attitude
Elevator Deflection

Flap Deflection

The acceleration is computed for an inertisl reference frame, including
contributions from both the linear and rotational components of the body-

axis system. The equation used for the vertical acceleration is

Az = w - UgQq + g sin 8g 6. (1.2)

12
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1.4.2 DESIGN PARAMETERS

Four design parameters were selected for examination in this project.
The sample time (Ts). and computational delay time (Td) were selected to

provide additional design information on the digital neature of the RQOAS

v —

designs. The servo bandwidth (BW) end control power paramaters were
selected to provide a basis for the actual design and implementation of the
l modified direct-lift flap system.  Nominal values for each of these
parameters were selected at the boginning of the project and are presented

in Table 1.4.

TABLE 1.4 VARIABLES SELECTED FOR PARAMETRIC ANALYSES

Parameter Nominal Value
3 Sample Time Ts = .1 sec
v Computational Delay Time Td = .1 sac (Optimal)

- Td = .01 sec (Classical)

Y
. ]

Servo Bandwidth 10 rad/sec

Control Power Half Fiap Control Power (Optimal & Classical)
Full Flap Control Power (Optimal)

L] \"."".-

."-'-"_ <

'.’.’ l.' ‘J- 1".".“’.-!1 I‘ J- '.' Pl' l-' .-

13

‘. g I _._._/..)._'

.
s N
. et ettt
o v AV MO
AR el . .
. ] .
LN Lt e
PRSI ot ‘.
g el .

':a“‘.
L ]
WY




1.5 REPORT OVERVIEW

The remainder of this report is divided into seven chapters and four
appendices. Chapter 2 defines the resesrch tasks, discusses the formula-

tion of the basic equations of motion and the aircraft mathematical modaeis

(Appendix A), and provides an overview of the design approach and para-
meters. Chapter 3 is a detailed description of the interactive design and «
evaluation program which was the design tool used to generate the point . 1
designs and parameter studies (Appendix B is a user's manual for that
program). Chapters 4 and 5 are in-depth discussions of the point designs,
and parameter studies for the optimai and classical approaches, respec- -
tively. Chapter 6 describes the development of the prototype digital S
controller, and the control system validation efforts on the University of
Kansas Flight Research Laboratory (KU-FRL) hybrid, and the NASA Langley

Resea:ch Center (LaRC) nonlinear moving-base simulatcrs (Appendix Cis a

brief description and discussion of the KU-FRL analog simulation of the
aircraft and gust field). Chapter 7 is a discussion of the system imple-
mentation considerations, ranging from hardware requirements for sensors

and actuators, to handling qualiity considerations. Chapter 8 concludes

the technical portion of the paper with a summary, and a discussion of '
N
conciusions and recommended follow-on research. SN
AT
SR
:.-_;r_:,
.':\."\‘
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2. EQUATIONS OF MOTION

The fundamental assumption in the design and evaluation of the candi-
date RQASs is that the motion of the aircraft can be described by a set of
standard, linear, small-perturbation equations of motion in a state-matrix

format, as shown in the equation below.

X = A x + B u (2.7)
where
x = {a u q 6} and

u = {8 &)

Standard derivations of the perturbation differential equations can be
found in most texts on aircraft flight mechanics [12], usually in the
stability-axis coordinate system. These basic equations can easily be
transformed into any reference system for application to a specific prob-
lem.

The linear, smalil-perturbation mathematical models of the Cessna 4028
used for this study were furnished by NASA LaRC. These mathematical models
wera derived from a nonlinear simulation model using a standard NASA LaRC
technique [13). The model was furnished in state-matrix form, as shown in
equation (2.1), in the body-axis system. The body-axis system was used
throughout this project to simplity formulating the feedback variables from

the aircraft sensors. An example of the data furnished is provided in

Appendix A for the takeoff configuration.
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The valitity of these state-matrix formulations of the small-pertur-

bation equations of motion are subject to the following assumptions:

1. the earth is an inertial reference frame;
2. the aircraft mass and mass distribution are constant;
3. perturbations from steady flight are smali;

4 initial conditions are straight-line flight with forces and
moments balanced.

S. the XZ-plane is a plang of symmetry;

6. the airframe is 8 rigid body:

7. the flow is quasi-steady;

8. the effect of the engine gyroscopics is negligible; and
9. the thrust is constant.

The state matrices were provided for a coupled 6-Degree-of-Freedom
(DOF) linear model. Because we were interested primarily in the tongitud-
inal mode, we decoupled the longitudinal mode from the lateral-directional
mode by simply partitioning the state and control matrices. The eigenval-
ues of the decoupled matrices were compared to the coupled matrix eigenval-
ues to insure that the model had not been significantly altered. The
contro!s available to the RQAS for the logitudinal mode were the flaps and
the ealevators. The controls available to the pilot were the standard
elevator, rudder., and ailerons. The flap on the C-402B is a split flap,
capable of deflecting only in the positive direction. However, as stated
earlier, the assumption was made that flap control would be available to

the RQAS for both positive and negative deflections.




2.1 COORDINATE REFERENCE SYSTEMS

Tre state-matrix equations for this project were furnished by NASA in
the body-exis system. The body-axis system is an orthogonal, right-hand
set of axes with its origin fixed at the aircraft’'s center of mass. as
shown in Figure 2.1. The X-axis is oriented along the body centerline,
pointing out the nose of the aircraft, the Y-axis is out the right wing:
and the Z-axis completes tha set, out the bottom of the aircraft. Elevator
and rudder deflections are defined positive in terms of the right-hand
rule, with respect to the deflection of the trailing edge. Positive aile-
ron is defined as the deflaction which creates a positive rolling moment.
The XZ-planeg is 8 plane of symmaetry.

The normal lit and drag forces and stability derivatives are speci-
fied in the stability-axis system. The stability-axis system is an orthog-
onal, right-hand set of uaxes with its origin at the aircraft center of
mass, as shown in Figure 2.2. The difference between the body- and stabil-
ity- axis systems is that the X-axis for the stability axis system points
directly into the projection of the relative wind onto the plane of symme-
try of the aircraft, while the X-axis of the body-axis system points out
the nose of the aircraftt The transformation between the two axis systems
is represented by a rotation through the angle of attack about the Y-axis.
Both coordinate refarence systeams are introduced here because discussions
ot the non-dimensional and -Jimensional stability derivatives refer to the

stability-axis system, while discussion of instrument and sensor readings

will refer to the body-axis system.




Figure 2,1 Beody Axis Coordinate System

l Zy e

Zs

Figure 2.2 Stability Axis Coordinate System
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2.2 ATMOSPHERIC TURBULENCE

The two forms of atmospheric turbulence which are commoniy used to

disturb aircreft in research on ride smoothing are discrete gusts (either

step, ramp or 1-cosine) and statistically random gusts. The discrete gusts

are normally used for evaluation of worst-case response to single large

gusts, while detailed designs and evaluations are normally based on the

random gust-field analysis. A discussion of random gust tields can be

found in reference (12]). Provisions in this research effort were made to
allow any time history of turbulence to be used for the disturbance. For '
this study, the random gust fields have been assumed to be homogeneous and ::
locally isotropic above 500 feet. It is also assumed that Taylor's hypo- |
thesis applies, i.e. the gust field is frozen in time and space. The
assumptions of homogenity and frczen field permit the turbulence to be :
treated as independent of time, thereby permitting stationary statistical
methods to be applied to the analyses.

Two distinct formulations of atmospheric turbulence exist for use in

statistical studies of gust response, the Dryden and the Von Karman modaels.
Both models are very similar in the low frequency range. but they differ
slightly in the high frequency asymptotes (due to a power of 2 in the

denominator of the Dryden form, while the Von Karman form has a non-integer

power of 11/6 in the denominator). The Dryden form is rational and can be
modeled easily in the time domain, while the Von Karman form is irrational

and can not be easily modeled analytically. The Dryden form has been more

widely used in the past, but the currant trend is toward the Von Karman A

model. Although the Von Karman model is recommended for frequency domain
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analyses because it more accurately matches experimental data, both models
vield simialr results for flying qualities evaluations. Because of the
desire to compare time and frequency domain responses from the digital
simulation, and because only the Oryden form could be modelaed analytically
tor both the KU-FRL hybrid and the NASA LaRC moving-base simulations, the
Dryden model was selected to be the primary turbulence model for this
rasearch. The modeling of the Dryden gust field in state matrix vorm is

detailed in reference [14).

2.3 ACTUATOR MODEL

The RQAS design and evaluation process included the servo actuator
dynamics in all three types of simulation. The actuators were modeled as

simple first-order lags, with unity steady-~state gains, represented by

60 sbw
~== @ eeem——e—co- . (2.2)
UQ S + sbw
where
6 = actua! elevator position,
Ue = elevator position command,
and

sbw = servo Bandwidth.

The actuator dynamics were included so that actua! servo movements, retes
and RMS values could be used in the performance evaluations. In addition,
the servo bandwidth (BW) was one of the variables investigated as an impor-

tant design parameter in the parametric studies.
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3. DESIGN AND EVALUATION PROGRAM

3.1 GENERAL DESCRIPTION

The Interactive Control Augmentation Design (ICAD) program described
here has been developed specifically for the design of ride quality systems
for commuter aircraft. However, the ICAD program was intended to be gen-
eragl enough for any type of control system design, whether optimal or
classical, continuous or sampled data. This fexibility is accomplished by
combining existing control system analysis routines with highly interactive
design looping and flexible graphics to give the control engineer a com-
plete, self~contained, interactive design and analysis tool The design
and eveluation procedure employed by the ICAD program is pictured in Figure
3.1 and describerd below. Table 3.1 summarizes the capabilities of ICAD.

The aircraft model, flight parameters, and gust environment are input
as data files. Other data files contain information for the control aug-
mentation routines; 8ee Appendix B for details on dats file content and
format. The designer selects program options and design modifications
interactively and views the rasults in graphic or tabular form,

The control algorithm design procedures which make up the ICAD program
are adopted from two NASA programs: CONTROL [15] and ORACLS {16]. CONTROL
subroutines are utilized for ciassical design techniques, including root
locus and bode plot maethods. The ORACLS package of subroutines is used to
design optimal linear quadratic full state feedback controllers Both

design procedures are integrated with time history and frequency response

avaluation procedures to form an interactive design and evaluation program.




AIRCRAFT
MODEL
DESIGN CONTROL ALGORITHM PERFORMANCE EVALUATION
ENGINEER a4 DEBIGN PROGRAM (Computer With b— OK !
{Interactive) (Computer) Interactive Graphics :
REDES IGN )
PERFORMANCE EVALUATION 8.
TURBULENCE ] ARIRCRAFT > RIDE QUALITY
MODEL el MODEL PERFORMANCE
Time History e
| CONTROL - Power Spectral Density Ea
ALGORITHM
Figure 3,1 Design and Evaluation Procedure :
Table 3.1 ICAD Analysis and Design Tools
Function Tools Evaluation Dats
Analysis Haziaua Values
(Open and Closed Loop) Tine Historiese RMS Values
(for all outputs and controls) Mazisus Rates .
Bode Disgrasse Eigenvalues -
(for any cosbination of Zeroes
outputs anJd states/disturbances Transfer Function Polynosials S
Power Spectral Donaltlen’ RMS Reaponses to
(for any cosbination of - Dryden gust field
outputs and disturbances) = Yon Kersan gust field ~
Optimal Design Linear Quadratio Feedback gains
Caussian (LQC) Regulator all snalysis above
- Standard Optisal Regulator
- Control Rate Weighting
Classical Design B8lock Diagres Control Feedback gains
Syatea Design all anslysi{s above
Root Locus
= »-plane
- g2-plane .
- W'-plane

® {ndicates graphics available




The performance evaluation portion of ICAD can produce several types
of data for use by the control designer. These include

1) Time Histories, including pesk, rate and RMS values,

2) Frequency Responses, and

3) Power Spectral Densities, including RMS values.

1) Time histories can be generated for any output variable, as a
response to a time history of gust disturbances and/or controf m0vements._
The open 100p respanse as well as any number of augmented system responses
can be overlaid for direct comparison of system performance. (n addition,
the responses can be overlaid on a time history design response envelope
for time domain analysis. Examples of these plots appear in Chapter 4.

2) Frequency responses can be generated for any combinstion of con-
trol or disturbance inputs and any seét of outputs. For example, vertical
gust {w-gust) and elevator position (delta-e) might be chosen oas transfer
function inputs, and vertical acceleration (Az) and pitch attitude angle
(Theta) might be chosen as outputs. These choices would result in the
following tranfar functions:

1) Az / w+gust
2) Az / delta-e

3) Thets / w-gust
4) Theta / delta-e

As with the time histories. muitipie Bode plots can be overlaid for direct L
comparison ot frequency domain characteristics, such as phase and gain ;jf.:‘
margin. ~“i
R

3) The power spectral density (PSD) of any output variable’'s response Z-.ﬂ
A0

to turbulence can also be generated. This feature is specifically advanta- }




geous to ride quality work Graphics capabilities, sir ilar to those de-
scribed above, are available for PSDs.

This program is implemented in Fortran on the Harris 500 computer at
the University of Kansas. The hardware available at the KU-FRL is pictured
in figure 3.2. The Harris computer, combined with the efficiency of the
Fortran 77 compiler, and the Tektronix 4025 high-speed graphics terminals,
forms a system which provides the responsiveness necessary for an inter-
activa design program, such as the ICAD program. Hard copy plots of screen
graphics are available at the Hearris facility. Remote “smart” terminals at
the KU-FRL also provide intaractive and hardcopy graphics. over high speed
modem connections. These terminals provide the designer with added flexi-
bility and accessability. The KU Acsdemic Computer Center's Honeywell
60/66 mainframe was used for initial software devolopment, and is available
for a back-up to the Harris, but without the fast responsive and graphics

capabilities needed for an interactive design program.
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3.2 PROGRAM FLOW AND METHOD OF ANALYSIS

The ICAD Program analvsis consists of the following six parts:

"- (- "- "n

1. Input of system matrices and flight param-
eters, and definition of the output variables.

2. Augmentation of the open loop dynamics with
the desired servo dynamics.

3. Analysis of the rasponse of the open locp
'. system.

4. Discretization of the system matrices for use
in the time histories and for digital designs.

: 5. Development of a feedback gain matrix using
- either optimal or classical techniques. —
R “"‘i
6. Analysis of the response of the closed loop o
: system. T

The basic tlow of the program is shown in Figure 3.3. The following

l sections discuss each of these operation. -
3.2.1 INPUT OF MATRICES

The unaugmented aircraft is modeled as a set of matrix linear differ-

ential equations of the form

[ ]
x=Ax + Bu + Dw, (3.1)
where X = state vector,

u = control positions vector,

w = disturbance vector,

A = basic system matrix,

B = control matrix, and

D = disturbance matrix. Ty

26

Y I R R I e e I T B I e L T T T T - B R I R R AU T I R I Ry g e



SYSTEM
MATRICES

I

AUGHENT SYSTEM

WiTH -
SERVO DYNAMICS R
{ -
OPEN LOOP RESPONSE DU

1) TIME HISTORY
2) FREQUENCY RESPONSE
3) POWER SPECTRAL DENSITY

¥ 2\ Y :.
OPTIMAL CLASSICAL :
DESIGN DESIGN
CLOSED LOOP
—3p- et
RESPONSE
DESIGN S
G NO S
SATISFACTORY i.,
! o
z(, DONE //’
FIGURE 3.3 Basic Program Flow :'.t:.::'::::

27

IS S A NS PNt S R TR Y. R AN PR N N N N A I N N N AN




PRI

The output of the system is modeled by
y=HI x + 61 x + FUlu (3.2)

The ICAD program input files contain the matrices A 8, D, H1, G1, and FU1,

as described in Appendix B. By substituting equation 3.1 for x in equation

3.2, ICAD automatically forms the following output equation:

y=Hx + FUu + GD w (3.3)

where H, FU, and GD = output matrices. .
3.22 AUGMENTATION OF SERVO DYNAMICS

The basic system equations described above do not include servo ‘_
dynamics. In order to better represent real Systems, servo response to 2
control s,item commands must be included. The ICAD Program allows any
linear serva transfer function to be added to the basic system. The servo .
augmented system is then used for all time history simulations, and for
classical control system design. For optimal control system design, the
l unaugmented system is used, so that the program will not consider control
pcsitions as optimal control feedback variables. However, evsluation of :I-'.-

optimal designs is conducted with servos. A generalized block diagram of
. the servo augmentation, and the resulting system, is presented in Figure
34 Reference 15 and Appendix B contain the information required for

servo augmentation setup. The servo sugmented system of ditferential

Y aquations is -

e
»
®©
x
(=4

uc [+ w, (3.4)

0 -swl u ew i 0

P "0 0 2 AT T e
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and the corresponding output equation is

y = [H FU x|,

where sbw is the servo Bandwidth. The equivalent shortened notation is

. xc = ACxc + BCuc + DCw (3.5)
. y = HC x¢ + FUC uc + GDC w,

iy ‘where:

xc = augmented state vector, with actual servo

o control positions as the added states,

L uc = commanded servo control position,

AC = augmented system matrix,

T:. B8C = control matrix (based on commanded controls),

i DC = augmented disturbance matrix,

;;:: KC.FUC,GDC = augmented continuous output matrices.

i The AC and BC matrices include the servo dynamics, which dictate the dif-

ference between actusl control surface positions (which are part of the xc
j:I vector) and the commanded control positions (which make up the uc vector).
This set of system and output equations represents the continuous dynamics

of the open loop system, to which either analog or sampled data design

=~ methods can be applied.
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A DEFLECTION AIRCRAFT \ -
. ————— DYNAMICS ] -
. . l .
:'{ X = Ax + Bu + Dy 1 —
: l Yy = Hx +Fyu | qQ
] — .
N FLAP [ -
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B I | 8
L
- SERVO AUGHENTED
i AIRCRAFT DYNAMICS
xe » AC xc + Bl uc + DCw
DI1STURBANCES Yy « HC x¢ + FUC u¢c + GDC w
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ELEVATOR | ELEVATOR A —
COMHAND SERVO DEFLECTION | jnput | 2 s
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| DYNAMICS - ]
FLAP | FLAP | a
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FIGURE 3.4 Servo Augmentation Procedure
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3.2.3 ANALYSIS OF THE OPEN LOOP SYSTEM

The analysis of the open loop response provides a performance compari-

son for closed loop designs. This analysis consists of an open loop time

history and open lo0op power spectral density calculation.

3.23.1 OPEN LOOP TIME HISTORY

-—

Four inputs to the open loop time history can be spacified, including

L
up to two open loop control inputs and up to two gust disturbances. These
contrel commands and/or gust disturbances are input through a data file.
For the design of ride quality systems, the data file includes a time :
history of gusts which simulete a Dryden gust field. There are no pilot
commands, and, because this is an open loop analysis, the control system
commands are zer0, so the system can be represented by :
x¢ = AC x¢ + DC w, and (3.6)

y = HC xc + GDC w. (3.7) ___

The result of the simulation is 8 time history of the output variables (y) JE:::j
as the aircraft is flown through a Dryden gust field. Because of the '_;-I?‘-.j
specific application to ride quality, RMS values of all the variables are ;_
calculated as part of the time history simulation. Vertical acceleration
is the most important variable in the ride quality of an aircraft, so it is :~EE:'.
included in the output vector. Any other desired variable can be included --_
in the output vector to evaluate the control system performance. Because
ICAD plots outputs (entries in the y vector) rather than states (entries in
31 *
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the xc vector), the number of variables selected for plotting is indepen-

dent of the states and controls.

3.23.2 OPEN LOOP FREQUENCY RESPONSE

As described in section 3.1, any set cf contro! inputs or disturb-
ances can be combined with any set of outputs for transfer function anal-
ysis. The designer is presented with the possible transfer function inputs
and outputs (as labeled in a data file) and may choose as many of each as
desired. Open loop magnitude and phase plots for the spacified transfer
functions are calculated and made available for immediate display. The
open loop frequency responses are also stored for later comparison with the

frequency responses of closed loop designs.

3233 OPEN LOOP PSD

it the disturbance (w) is random turbulence, then an open loop
transfer function (such as vertical acceleration response to vaertical gust)
can be combined with a turbulence spectrum (in our case, either the
Dryden or the Von Karman forms) and the systern response to that gust field
can be computed. This is the power spectral density (PSD) technique. This
method is aspecially useful in ride Quality analysis, because, although the
RMS acceleration is often used to measure systein performance, the frequency
content is also important. For instance, the accelerations that cause
motion sickness are limited to a narrow range of frequencies.

CONTROL subroutines are used to calculate transfer functions between

inputs and outputs specified by the user. These transfer functions are
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then excited by either the Oryden or the Von Karman gust field spectrum

using the equation
Pow) = [GGWI”? * Pi(w) (3.8)

whera Po(w) is the output spectral density at frequency w and Pi(w) is the
axcitation spectrum that models the gust field. [G(jw)l is the magnitude
of the transfer function frequency response. The ICAD Program calculates
the frequency response and output power spectrum simultaneously and graph-
ically displays the results. As with the time histories, the application
of this technique to ride quality systems requires that RMS response to

gust inputs be calculated. This is accomplished by the following

ARMS = [_of*®Po(w) dw V2. (3.9)

The square root of the value calculated by 8 numerical integration of the
PSD over the selected fiequency range yislds the RMS. By applying this
procedure to the Az/wg (vertical accaleration to vertica! gust) transfer
function, an RMS similar to that obtained from the time history can be
calcuiated. RMS control activity in response to turbulence is another

possible output that would apply 10 ride quality studies.
324 DISCRETIZATION

Two discratizations of the continuous system are formed. The first is
8 giscrate mode! for the time  history simulation, and the second is a8

discrete model for use in both the design and analysis of sampled data

feedback control systems. The discretization of the continuous system for
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time history simulation is based on a time interval that is small enough to
approximate the contro! inputs 8s constants over the chosen period. This
time interval is represented by At and is used to caiculate the transition

matrix, as shown below.

ACDT = exp(AC At). (3.10)

This matrix, and the assumption that the control inputs are® constant cver

At, permits the calculation of a discrete control power matrix and a

discrete disturbance matrix, as

:.
B

ecoT =o/tacoT 8c at. (3.11) - '
and

pcoT =of8tacor oc at. {3.12)

The transition and discrete control power matrices are then used to

update the state and output vectors as shown below.

X€n+1 = ACDT xc,, + BCDT uc, + DCDT wy, (3.13) -
and :

Yn = HC x¢, + FUC uc, + GDOC wg, (3.14)

where

ACDT = 3ystem matrix discretized by At,

8CDT = control power matrix discretized by At,

. Pl
DCOT = disturbance matrix discretized by At R i

In this manner, disturbance, control, and state vectors are updated AR
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every At. A suitable choice of At must be made based upon the requirements ...._.ﬁ
of the simulation. For the purpose of this design siudy, a At of .01 sec
accurately simulates the continuous time response.

The discretization of the continuous system for the design of sampled :
data control systems and for generation of digitel frequency responses is

defined by the sample time (Ts) of the sampled data system. This discreti-

2ation is identical to that of the tima simulation, except that the control
inputs and disturbances are assumed to be counstant for & period of time
equal to Ts. This choice of time period for the basis of discretization is

accurate for sampled data systems that are based on zero order hold con-

trols and for disturbances that do rot have significant frequency content

, .
lama saa A

IR TR

above 1/{2*Ts) Hz. For RQAS application, the maximum Ts is 0.1 sec, so

Lol e s
Tt

e

disturbances with frequencies below 5 Hz should be accurately represented.
Both the Dryden and Von Karman gust spectrums contain very little gust
intensity above this fregquency so that this approximation should be suffi-

ciently accurate. The discrete equations for the states and the outputs

are shown below.

XCn.p‘ - ACD KCn + B8C0 ucn + DCD w" (314)

Yn HC xcpn ¢+ FUC ucn + GDC wi, (3.15)

where: :'..}'_.‘
ACD = system matrix discretized by Ts,
BCD = control power matrix discretized by Ts, :,;'.j--

DCD = disturbancs matrin discretized by Ts.

35

N et et LS N T LRI T e e T T T Tt S e e e
T e IR SRS PRI T T I e N I I A A ) St TN T N
M N TR IP DY S AL S VP LU S Wi R SR o S P S ST P PSP



s SRR i 4 el e v - e S i S 4 -y -
R R N A A A D A A A NS Y e P R A NI N ARSI R MR R RO A . St Buis S i iy A LI g e gik g
.

3.25 CLOSED LOOP SYSTEM DESIGN METHODS

Both optimal and classical techniques may be used to design the control

system. These techniques are described in sections 3.25.1 and 3.25.2.

3251 OPTIMAL TECHNIQUES o
i

The optimal contro! systemn designs are based on the Linear Quadratic IR
Guassian (LQG) methods contained in the ORACLS computer program originated b

by NASA. ICAD utilizes selected subroutines from ORACLS to calculate full g
state optimal teedback gain matrices based upon specified state (Q) and
control (R) weighting matrices. The standard system and output equations, .

and the cost functional for the LOG design spproach are, respectively,

X = Ax ¢+ Bu (3.17) ‘.3
Y = Hx (3.18)
J =f%Q y Q@ + R u R) dt (3.19) e

Any system that can be represented in the above form can be handled
by the ICAD Program. The only limitation is that the outputs must be
linear functions of the states, because the weighting matrices are applied

to the outputs and the controis rather than to the states and the controls.

Methods of applying this approach so that linesr combinations of states and
control positions, specificaily acceleration, can be made into outputs for

RQAS design are discusased in Chapter 4.

X To use tive optimal design option of the ICAD Program, initial @ and R o

. weighting matrices asre entered from the main data file. The first pass
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through the program gengrates a design based on these weighting factors, ,
and the design engineer can evaluate his design using time history or i::;}
frequency response information in the design loop. The designer can then j:;.;---
modify the O and R matrices to create and avaluste another design. Graph- k )
ics end numerical data are made savsilable to the system designer both on
the terminai screen and in the four output data files that are creatad by
! the program (see Table 3.1). The design engineer can continue to cycle -

through the program until a satisfactory design has been generated.
' 3.25.2 CLASSICAL TECHNIQUES

Subroutines from CONTROL ere used to develop designs based on clas-
sical analysis. fFeedback loops are defined in a wuser-specified block
I diagram, which is entered from a data file according to the CONTROL proto-

col (see Reference 15 for details on these methods). Root loci can be

generated, based on one or two feedback loops that can contain any state or
! any flinasr -combination of states. S-plane root loci are generated for

continuous systems, and both z- and w'- plane root loci are generated for

sampled date systems. The user can {00k at the root ioci and choose &
- vaiue for each of two feedback gains. The selected geins for the feedback
loops are then converted into the state feedback gain matrices needed for
the closed loop analysis. The resulting closed (00p responses cen be ".Ef:-‘f.
evaluasted and anothar pass through the design ioop can be executed, in a -,*
manner similar to that of the optimal procedure. Howaver, for classical -

. designs only the two feedback gains may be changed interactively. the feed-

P

- back loops and feedback variables are fixed until the program is restarted.
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It the original gain ranges were not adequate, new root ioci for different

ranges of feedback gains can be generated.

3.26 CLOSED LOOP RESPONSE

For the open loop tima histories, uc was a null vector. For the
closed loop, uc is calculated as a linear combinations of the states by
the feedback gain matrix, the £ matrix. The same approach was used for the
ciosed loop analyses as wos used for the open lo2p. except that now the

system control vector, uc, is no longer a null vector.

32.6.2 CLOSED LOOP T!ME HISTORY

All the open loop matrices are valid for closed loop analysis, if

l logic is added to update the controls based on the feedback gain matrix.
xc = ACxc + BC uc + OC w, (3.20)
, and
'I y = HC x¢t + FUC uc + GC w, (3.21)
where
uc = -F xn (3.22)

' When modeling a sampled data system, the controls in uc are fed back

only after a specified time delay (Td) and are held constant until the next

" control value is output, which occurs Ts seconds later. As detailed in the
i' discretization explanation in section 3232 the “continuous” time his~
tory between control commands from the digital control system is computred
for every At. The closed loop time history can be plotted on the CRT alcne
)

RN
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or with any previous open or closed loop runs to evaluate various designs.
RMS values, computed similarly to those of the open loop case, ars also

available tor comparison.
3.26.2 CLOSED LOOP FREQUENCY RESPONSE AND PSD

The closed loop frequency responses and PSDs can be generated in
response to random turbulence inputs and compared to open loop and other
closed loop designs. For this analysis, all matrices are the Same as
those of the open loop case except the A matrix, which is calculated as the
ciosed loop system equivaient A matrix, ACL. Since. in the closed ioop
ca8se, uc can be calcutated from xc. the system can be rapresented as shown

beliow for excitation by disturbances.

x¢ = ACL xc + DC w, (3.23)
where

ACL = AC-BCF.
For sampled data systems, this equation is

XCn+q* ACLD xc, + DCD wy, (3.24)

where:
ACLD = discretized closed loop system matrix,

The output equation is the same for both sampled data and continuous
systems,

Y » HCL xc + GDC w, (3.29)

where
HCL = closed loop output matrix.




Aiternately, freguency response to control inputs can be calculated
using the equations below, where ucom now represent commands coming from

o outside the control loop. if there are no disturbances.

' ;c s ACLD x¢c + BCD ucom (for the continuous case) {3.26)
XCn+3= ACLD xcp + BCD ucomp (for the sampled data case) (3.27)
= and
Yy = HCL x¢ + FUC ucom (for both cases) (3.28) "_: i

This capability was not used for RQAS design, because we were only

concerned with system response to external disturbances. However, in order

R

A

to attempt to make the ICAD program a general tool for use in control _f."

augmentation design 8s well as stability augmentation, this capability was

i included. :j
This completes the procedure needed to design and evaluate an analog
or sampled data control system. As mentioned, this process can be repeated 3

- as many times as necessary, and analyses from all loops through the proce- ~

dure can be compared. Appendix B is a detailed users manual for the ICAD
program, which includes a list of all necessary inputs, descriptions of the
output files generated, and step-by-step instructions for interactive

usage.
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4. OPTIMAL DESIGN

4.1 OVERVIEW

The majority of optimal controller designs are based on application of

Linear Quadratic Guassian (LQG) synthesis which defines controls that

minimize an infinite-time quadratic cost functional subject to the con- B
straints of the differential equations of motion. The optimal design
portion of the ICAD program is based on the ORACLS set of fortran subrou-
tines, which are numerical linear algebraic procedures that apply LQG S
methods to optimal regulator designs [16). A regulator is a controller A
that attempts to drive specified feedback variables to 2ero, which s -
precisely what is desired of a ride smoothing system with regard to accel-
SR

erations. o
:j-.:::l

‘,\‘L\“

4.1.1 CONTINUOUS SYSTEMS Ay
l_\ ",.‘

N -.-

The fundamental requirement for applying the ORACLS design techniques -

is that the dynamic system be represented as a linear, time invariant

system of differential state and output vector equations,

x*Ax + Bu (4.1)

and

Y= Hx. v

When the minimization is perfurmed on an infinite-time cost func-

tional, as is normally the case, a constant feedback gain control law
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results. The feedback controls become a linear combination of the states,
us= Kx (4.2)

where K is a constant gain matrix [17]. This constant gain matrix is

found by minimizing the continuous ¢ost functional

J =g/ [xQax + wRuladt (4.3)

where Q is a positive semi-definite state weighting matrix and R is a
positive definite control waeighting matrix. The solution to this cost
functional is defined by the matrix P which satisfies the reduced-matrix

Ricatti equation
1
AAP+PA-PBR BP+Q = 0 (4.4)
so that the gain matrix becomes

K = R 8P (4.5)

Tha output variables are limited to linear combinations of the states

because ot the desire to apply the Q weighting matrix to the output vari- e
ables rather than to the states. This apprcach will create a direct cause
and effect relationship between changes in the weighting matrices and the
systeam performance a&s defined by the output variables. The designer can
then weight a single variable of interest, rather than weighting each of

the state variables separately to get the desired effectt The cost func-

42

(R

e

e R SR R B R P R N -.r_-'.v‘r.v.r‘g‘r.~.-..‘.‘.'.‘.-7..-.._._.‘...-.‘......7.,. ._.\.,._..‘._._'.,.,,_,..'_.'....._:.,.,
it R L A .




tional with the weighting on the outputs and the output limitation is

J 2o/ (yQy + vRuld (4.6)

The reason for limiting the outputs to a linear combination of the states
is that the theory and methodology used to solve the Ricatti equation
require that the cost functional must be applied to the states and con-

trols, so thst the final cost functional becomes
J = 0f° {x HOH x + u R u ] dt 4.7)

whers H'QH is the waighting matrix on the states.
The ICAD Program described in the previous chapter permits the outputs of
the dynamic system to be made up linear combinations of the state and

control varisbles,
y= Hx ¢+ FU u (4.8)

i in order to allow more flexibility in defining the system outputs,
specifically so that acceleration could be made an output. However, for
general application of ORACLS subroutines as discussed above. the outputs
are limited to only a linear combination of the states. This limitation
appears severe; but. as will be shown in the next section, any outputs that
can be expressed in the form of equation 4.8 can also be manipulated into
the form required for optimal design. Therefore any problem that can be
set up with outputs that are linear combinations of states and controls can

then be analyzed by the optimal control section of the ICAD pragram.
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i 4.1.2 DISCRETE SYSTEMS

N The discrete state and output vector differeance equations, assuming

that the controls, up,, are constant over each Ts, are

. Ape1 = L] Xy *+ T Un. (49)
- Yn = M Xn.

. where

l ¢ = explAt]

I =(o/T5 8 ar} B

The discrete cost functional becomes

ST e,

o
J=Z Xy QD x5 + 2 xXn M up +» Uy RD up) (4.10)
ns)
where the discrete state, control and cross weighting matrices are

ap /73 (41 @ e} dt (4.1)

RD «Ts R+ o/ TS {I'(t) @ T(y)) dt

RSN R T

M =TS (') a I(y) at

The solution to the discrete Ricatti equation and the gain matrix becomas

AN L RN DR

P~ &P - (I'P® + M) (RO + l"l’I‘)’l (T'P® + M) + QO (4.12)

K = (RD + T'PT)"" (I'P& + M). (4.13)
The designer inputs the continuous weighting matrices and the sample time
'.‘_ (Ts). and the ICAD program‘does sll of the conversions to discrete matrices
and equations. Thus the engineer designs using continuous output and
* contro! waeighting matrices., and doesn’'t have to worry about discrete 1
!‘ weighting and cross weighting functions. ___\
:
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4.2 APPLICATION TO RQAS DESIGN

The primary variables of interest in the design of any ride smoothing
systam are the acceferations. As described in chapter 3 and the previous
section, the implementation of optimal control design in the ICAD program
permits direct weighting of the outputs rather than the states. To reiter-
ate, the purpose of weighting the outputs rather than the states is to
permit the designer maximum flexibility in selecting bhis own weighted
variables rather than automatically being forced to weight the states. The
outputs may be a single state variable or they may be some combination of
states and controls, e.g. acceleration. However, output weighting can be
used only if the outputs are limited to linear combinations of the states.
Acceleration (Az) is the linear combination of preturbation states (q,0),

and a state derivative (c.x) shown below
Az = Upga - Ugq + g sin 8g 6. (4.14)

Alternately, by substituting the state differantial equation into (4.14),

Az can be represented as a combination of states and controls

Az = UpglZqa + Zyu + Zgqq + 290 + Zgede + Z4¢8f] ~ Ugq + g sin 65 6, (4.15)
where the Z variables are the elements from the state and control matrices.
421 STANDARD OPTIMAL REGULATOR

The standard form of the aircraft state equations do not include the
control surface positions as states, and so acceleration cannot be included

as an output. Since acceleration is not an output, it cannot be weighted
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directly even though it is the primary design variable. The desired reduc-

tions in accelerations could be attemped by weighting each of the states

.

’e

relative to its contribution to the tots! acculeration. However, one of

the great attractions of using weighting matrices in optimal control is

Voo
. PO
RYARRYS

that changes in the Q@ or R matrices are directly reflacted in changes to
the weighted variable. Reducing accelerations by weighting the states
n rather than weighting the accelerations lacks the desired direct relation-
7 ship betwuen the weighting matrices and the system performance. Therefore
: an alternative representation of the cystemn to include acceleration as an

[ output was sought, so that the desired direct weighting matrix to per-

formace relationship could be established.
422 STATE AUGMENTED OPTIMAL REGULATOR

The poroblem of how to make the accelerations an output can be solved

by augmenting the state vector with the control surface deflections. This

. augmentation can be accomplished in either of two ways. The state vector ,_‘_‘
can be augmented oy adding the servo dynamics into the problem. !n this 1
approach, the control specified by the design is a command to the servo, .
L and the actual surface deflection is a state variable. The other approach
oy is to convert the system to a rate command rather than a position command
A system. In this case the servo dynamics are not part of the design, but ':,".:?
!‘? the actual surface defiection is a state variable because the commanded _
varisble is the derivative of the surface deflection rather than the

surface deflection.
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4.2.2.1 STATE AUGMENTATION BY SERVO DYNAMICS

- The first method to augment the stats vector would be to include the
servo dynamics in the e¢quations of motion. This is already done by the
. ICAD program to account for the servo dynamics in the system performance in
the time history evaluations. The servo-augmented system of state and

outputs equations is

x A 8| [x} 0 (4.16)
.:' [y - + uc ‘

u 0 -sbw i uJ sbw

% : L ]

;.' sng

L vy = m r [x]

:'-_ u

'_'- .

i where sbw is the servo Sandwidet,  he equivalent shortened notation is
o xc = AC xc + BC uc, (4.17)
Yy = HC xc,

‘ where

xc' = {a u q 6 6y &),
ue’ = { Ug. Usl. (U are commands to the $3rvos)

Y = {Az a0 q 9, 8¢ 64},

AC is the A matrix augmented by the B Matrix and the servo dynamics,

IR AL RE)
AN
.

-' >
o 0

BC is a zero matrix augmented by the servo dynamics, -;._-,,_:j
and .,
HC is the H matrix augmented by the FU matrix. ’

T'l '!
o

The disadvantage of this approach is that it adds two more stotes that

have to be sensed for the full state feedback contro! laws generated by the
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optimal design program. However it does permit acceleration to be included
in the output vector and s¢ to be weightad directly to simplity the design

process.
4222 STATE AUGMENTATION B8Y RATE COMMAND

An altarnate approach to augmenting the state vector ia to assume
perfect sarvcs, but to command the control surface deflection rate rather
than the control surface deflaction. in this approach, the accelerations
can agsin be represented as a pure linear combination of the states. The

augmented state and output equations would be

X A B x| 0 (4.18)
. - -+ ue ,
u 0 | u |
and - -
y = (H FU] x
u
|

The equivalent shortened notation would be

Xp = AP xp + BP up. (4.19)
and
Yy = HC xp,
whaere
xp' ={a uaq 0 § &)
up’ = ( 6'1 Gf):
Y = {Az a,q 8 &g &)
AP is equal to AC except the bottom two rows are all zero,
BP is & zero matrix sugmented by the identity matrix for the rates,
and

HC is the same as HCT in equation (4.17).

s
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This method of state augmentation has two distinct features in addi-
tion to the capability to represent the accelerations as linear combina-
tions of the states. The first is that the designer can now put a separate
weight on the controi surface deflections and the control surface deflection
rates. This change adds another degree of flexibility in the design pro-
cess. Even though the control deflection and its rate are not independent,
the separate weighting factors can aid in tailoring the designs to specific
rate or deflection limits.

The second feature is that the servo dynamics are not included in the
design process. and so the optimal designs are basad on perfect servos,
Therefore the calculated control position commands from the previous cycle
can be used as estimates for the actual ccntrol positions without signifi-
cantly distorting the results. For general aviation application it s
desireable to minimize the number of feedback Ioops, and hence the sensing
requirements, to limit system complexity and cost.

The obvious disadvantage is that servos are typically designed for
position commands and not rate commands. However this does not pose a
significant problem for either analog or digital implementation. Further
discussion on this topic is included in the next section where the details
of this control law irmmplementation are discussed. Because actual implamen-
tation of this aproach can be readily handied and this approach requires
two fewer sansors, the command rate digital system was chosen as the pri-

mary design approach.
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43 CONTROL RATE WEIGHTING DESIGN

Control rate weighting (CRW) was originally developed to provide the
ability to weight the control positions and rates separately, and for the

beneficial effect this had on system design {18]). Controi rate command, a

different name for the same thing, was introduced in the previcus section

primarily 8s a way to augment the state vector with the control positions

H s A
da o o

s0 that acceleration could be made into an output. Thus the oprincipal

purpose of the CRW design sapproach. i.e. t0o permit separate weighting of

e 4
{
RS

the control and control rate by including a low pass filter in the feedback
loop, is merely a collateral benefit to RQAS applications. The devalopment !
of this approach will first be discussed in the continuous domain and then

in the discrete domain.

431 CONTINUOUS CONTROL RATE WEIGHTING

The system equations for this approach have already been prasented in
the previous section (4.18, 4.19). The cost functional for weighting the
states, the control position, and the control rate in the continugus domeain

for the CRW method is

J-ofwlx'0x+u'nu+:.|’s:s]dt. (4.20)

Putting the above cost functional into terms of the rate command augmenta-

tion equations would vyield:

J = ofF [xp’ HC' QP HC xp + up’ S up) dt, (4.21)
0
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where
0
Q’ [
R
and .
‘p: - [xr uv] ‘
o '
up = u. -

Now when tha gain matrices are found, the system controls are rate commands

rather than position commands {

up = u =- F xp =<-[Fy Fpl [xJ (4.22)
u

The implementation of this rate command would be handled in the con-
tinuous domain by simply integrating the commanded rate with an operational
smplifier circuit prior to sending the signal to the position servo.
However, implementation on a digital system is more complex, and is dis- ::::.\"_- '

cussed in the next section.
432 DISCRETE CONTROL RATE WEIGHTING

The discretization of a linear system of equations, as discussed

earlier, is done based upon a time Iinterval over which the control is
assumed to be constant. For a sampled data system, that time period is the '.-;‘.:',
sample time (Ts). The system differential equation becomes a ditference
equation, and the controls ara treated as zero order holds. The funda- T )
mental point to keep in mind here is that the control is assumed to remain R

constant over the period of time used for discretization.
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43.2.1 DESIGN

To apply the discretization process to the CRW approach, we start with
equation (4.19). Discretizing the state and control equation separately

results In the state and control difference squations

Xnet = AD X, + BD wu, (4.23)
and

Up+ey ™ up ¢ At upp

Putting this bsck into a single matrix equation we gé6t:

x AD 8D x 0 (4.24)
» * Upp .
u
n+1

0 t u Atl
n

When the continuous cost functional is transformed into a discrete cost
functional, the cross weighting matrix appears between the states and the

controls so that

[}
J =L [xn @D x4y + 2 X'y M up’p + up’n RD upyl (4.25)
n=1

This discrete cost functional is minimized subject to the constraints of
the discrete system equstions to provide & feedback gain matrix as in the

continuous case, 80 that the system controls are

upn = <~ F x (4.26)
u
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The key thing to remember here is that the control vector, up, repre-
*
sents tha control rate, u. The gain matrix, which is the solution for 8

particular set of Q and R matrices, can be used to calculate the desired or

optimum control rates for that design. The next step is to convert the

desired control rates to control positions for implementaion.
4322 IMPLEMENTATION

Because of the discretization process assumptions, the control vari-
able in this problem, i.e. the contro! rate, remains constant over tho
.; discretization time period. Ts. Therefore the control position over any ::.-f“'.:'
givan sampie period is a ramp function. To implement a ramp function on 8
position servo requires an approximation. As shown in equation 423, the
desired control position at any given tima during the sample period (which
is the time period used to discretize the system equations) is the previous
servo position plus the desired rate times the amount of time elapsed.
Thus any portion of the final value of the desired servo position can be
- easily calculﬁated. Any value between the initial and final values could be
chosen as the position output to approximate the desired remp function over

the entire sample period. The two parameters necessary to consider when

(P S DT LN

- trying to approximate the desired rate command for the discrete CRW design

‘ are the computationa! Jdelay time (Td, defined 8s the amount of time between

« reading the sensors, and outputting the new commands to the servos), and

: the portion of the final ramp value to use as the position command. -

p - o
’ ]
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Several implementation schemes are possible when trying to approximate
the desired ramp function. With perfect (infinitely fast) servos and small
Td. the best approximation would bs to use 50% of the final value of the
ramp function. However, with a ionger Td, the best approximation would bs
100% of the final value of the ramp (see Figure 4.1ab). With pertect
servos, the control implemaentation becomes a tradeoff between the Td and
the percent of the final value sent to the servo. it is possible to
overcontrol the system with fast servos and small Td's if a large per cent
of the final value is used without using some extra delay (Figure 4.1c).
The most common approximation to date is presented in reference [19], where
100% of the final value of the ramp is used for the position command. but
the command is delayed until the end of the sample period (Figure 4.1d).

When the servo dynamics are inciuded, the servo bandwidth and rate
limit become additional implementation considerations. With low to mid
range bandwidth servos (10-20 rad/sec) the probability of over controlling
the system wnen using the full ramp value for the servo position decreases
significantly, even when very small Td are used (see Figure 4.2) It is
therefore possible to use the ramp final value for the position command
without delaying the signal output until the end of the seample period. It
the servo bandwidth becomes very much higher than that selected for the
nominal value in this study. the chance of over-driving the controls
again reappears. This situation could be prevented by reducing the percent
ot the final value used. or by delaying the control output. However, for
this application, the servo command was fixed at the full value and the

design parameters then were limited to the Ts, Td, and servo bandwidth.
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44 DETAILED OPTIMAL POINT DESIGNS

The five flight conditions selected to represent a cross-section of
a typical commuter aircraft mission included one takeoff, two ctimb, one
cruise, and one spproach configuration, Table 4.1. Emphasis was placed on

the takeutf, climb and approach phases of flight because that is where the

turbulence is strongest, snd because commuter aircraft typicaliy spend a
relatively high percentage of thair operating time in these mission phases. D ..
Optimal full state feedback designs were generated for these five configur-

astions using the CRW design approach.

Table 4.1 Cessna 4028 Flight Conditions

Configuration Altitude(ft) TAS(kts/fps) Flaps(deg)
Takeoft Sea level 109/184 0

Climb Sea Leve! 125/211 0

Climb 5000 134/227 0

Cruise 20000 212/3%8 0
Approach Sea Level 95/160 30

44.1 EVALUATION AND DESIGN

The actual design of the RQASs for the selected flight conditions was
greatly simplified by the decision to set up the problem as described in I‘.ZZ;-IZ_*:-‘

the previous section, with the accelaration as one of the output variables.

This section wili include a discussion of the approach used to evaluate the
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basic and augmented aircraft, and a brief step-by-step description of the
actual design procedure used to generate the five optimal point designs to

be discussed in section 4.4.2.

4.4.1.1 EVALUATION

in the past, PSD analyses have been a standard tool for evaluating
the performance of the ride quality systems. As described in chapter 3,
transfer functions of the system can easily be combined with the Dryden or
Ven Karman gust spectra to generate open and closed loop PSD plots. These
PSD plots have the advantage of providing both a frequency distribution and
an RMS value of the vertical acceleration. Aithough we have included
frequency domain analyses in the evaluation process, the primary evaluation
tool for our RQAS designs has been time domain analysis.

The fundamental reason behind the selection of time history simulation
rather than frequency domain analysis for evaluation of our RQAS's perform-
ance was the selection of a digital rather than analog control system.
Time history simulation permits accurate modeling of the discrete aspects
of the system. @.9. zero-order holds for the controls, and computational
delay times. Time domain analysis also permits analysis of more variables,
and more features of those variables, e.g. both the servo commands and the
servo outputs can be examined, and the peak, rate and RMS values for any
desired variable are all available. Frequency domain analyses permit
caicula’ion ot only the RMS value. Although RMS acceleration was the
primary evaluation variab!e, peak values of the acceleration and flap

deflaction, as well as the maximum flap rate and flap RMS values ware useou
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to evaluate the candidate designs. For these reasons, time history simula-
tion formed the basis for the majority of our evaluations.

An example of the guantitative data from the ICAD program which is
avaiiable to the design engineer for evalustion is shown in Teble 4.2 for
the takeoff flight configuration. For each cycle through the design pro-
cess, the Q and R weighting matrices, the feedback gain matrix, and the
maximum value, maximum rate and the RMS fo: all of the outputs are printed
on tne terminal screen and saved in a data file. Also included in the
qQuantitative data are the eigenvalues (in the S$ plane for continuous or the
Z and W’ planes for discrete systems) and the RMS acceleration calculated
from the appropriate S-plane or W'~plane PSD response.

Visual inspection and qualitative evaluations of both time history and
frequency domain responses were made using both the screen graphics and
hardcopy features of the ICAD program. Samples of the acceleration, eleva-
tor, and fiap time history plots for the basic and augmented aircraft for
the takeoff contiguration are shown in Figures 4.3-4.5. €quivalent plots

could be genarated for any output variable.
4412 DESIGN

The reason for choosing the CRW control strucure was to be able to
inciude the accaleration in the output vector. The elements of the output
vactor waere then ordered according to their importance. In this way the
weighting process would start at the top left corner of the waeighting
matrix, and proceed down the diagona! to provide a methodical approach to

determining the proper weights for each output This setup permit. ad

59




LIS S e ave ke T i SN A e Y b/ e i AR A A Wl G ma s

Tink mlgvoRy

VI, \ (Seseeda)

------- in Leor
— 08 Loc
L
Astits o) 6
)
|
-8
A r—rr T
. H ‘. s . e .

FIGURE 4.3 Vertical Acceleration (Samplie Time

-ory Plot)

0.4~ TINE MISTCAY
ceecene QPR LOGP
— (L0 LOCP
9.4+
-
-
4
.8 ———————————
] ] q [ ] [ ] i
TS, ¢ ‘vesends

FIGURE 4.4 Elevetor Position (Sample Time History Plot)

10deg)
.0

ving wigtoby
orin Lo

—— LO4(P LOOP

FIGURE 4.5 Flap Positlor () x.

> =t
-

T, b (besands?

;-» Time Miston, + t;




______________ T Y -

TABLE 4.2 SAMPLE OPTIMAL DESIGN OUTPUT

; TITLE OF THIS RUN: FLGT 1 - NOMINA'. (MODEL A) .-
- THE ALTITUDE IS: 500. ft
2 THE AIRSPEED 1IS: 183.86 ft/sec

2 THE SAMPLE TIME IS: 0.100 sec

- THE DELTA TIME IS: 0.010 sec

I

2.76 ft/sect

6.00 Pt/sec Ee

IS THE RMS VALUE FROM THE DIGITAL PSD

THE TURBULENCE INTENSITY IS:
1 THIS IS AN OPEN LOOP RESPONSE.
: Az(ft/s2) Alfa(deg) Q(deg’/s) Thet(deg) D-e(deg) D-f(deg)
, AAX -8.817 2.366 -1.322 ~1.144 0.000 0.000
- RATE -124.685 33.182  -6.313 1.322 0.000 0.000
2 RMS 3.095 0.872 0.551 0.605 0.000 0.000
THE EIGENVALI™SS OF THE SYSTEM ARE
2-REAL Z- INAG W'-REAL W'-IMAG FREQUENCY DAMPING
0.515923 0.000000 -6.386562 0.000000 6.386562 1.000000
0.809889 0.000000 -2.100803 0.000000 2.100803 1.000000
0.999542 0.015149 -0.003431 0.151556 0.151594 0.022631
B 0.999542 -0.015149 -0.003U31 -0.151556 0.151594 0.022631
- 0.367879 0.000000 -9.242343  0.000000 9.2423u3 1.000000
0.367879  0.000000 -3.2&23% €.000000 9.242343 1.000000
3.50 ft/sec® IS THE RMS VALUE FROM THE DIGITAL PSD
: < wasss#sd THIS IS DIGITAL DESIGN NUMBER 1
" | Q  MATRIX 6 ROWS 6 COLUMNS
. 1.000000 0.000000 0.000000 0.000000 0.000C%0 0.000000
- 0.000000 0.150000 0.000000 0.000000 0.000000 0.000000
S 0.000C00 0.07v000 0.750000 0.000000 0.000000 0.000000
- 0.000000 ( 390000 0.000000 0.000100 0.000000 0.009000
Ny 0.000000 0.000000 0.000000 0.000000 0.100000 0.000000
B 0.000000 0.000000 0.000000 0.000000 0.000000 0.010000
. R MATRIX 2 ROWS 2 COLUMNS
0.050000 0.400000
0.000000 0. 100070
FCL MATRIX 2 ROWS 6 COLUMNS
S -0.838816 -0.007035 -3.472487 -0.871027 17.427383 -0.092962 R
i L.575622 0.141384  14.473325 13.268816 -17.855951 11.944615 .
T COMPUTATIONAL DELAY TIME = 0.100 —
. Az(ft/sc) Alfa{deg) Q(deg/s) Thet(deg) D-e(deg) D-f(deg) .
" MAX  -7.105 2.504  -1.700  -1.678  -0.341 -4 .U1A
o RATE ~129.025 32.802  -7.564 1.699 2.601 -102.658
- RMS 2.403 0.949 0.697 0.916 0.144 5.263
y THE EICENVALUES OF THE SYSTEM ARE
- Z-REAL Z-1MAG H'-REAL W'-IMAG FREQUENCY DAMPING
- 0.389104 0.332495 -7.235152 6.518994  9.738824 0.742918
o 0.389104 0.332495 -7.235152 -6.51E994 9,738824  0.742918
' 0.314105 0.000000 10.43897€ 0.000000 0.438976 1.000000
0.889470 0.000000 -1.169956 0.000000 1.169956 1.000000
) 0.995260 0.005682 -0.047349 0.057087 0.07L167 0.638404
’ 0.995260 (©.005682 -0.047349 -0.057087 0.074167 0.638404
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development of a direct and easy to use approach to optimal RUAS design as

- outiined beiow.

1. The first step was to establish initial Q and R weighting matrices
I as the design starting point. Units on &ll of the output variables
were chosen so that maximums were as close as possible to the same
magnitude. This was done so that all of the elements of the @ and R
z matrices could be kept within a couple orders of magnitude for numer-

1

ical reasons. The units used were ft/s2, deg, and ft/sec for the

accelaration, angles, and velocity, respectively. The initial weigh-

ung matrices included 1.0 on the acceleration and 0.1 weights on the

v

other outputs and controls.
2. The next step was to increase the weight on the acceleration until o
i the resu'ting RMS value either stopped decreasing or started increa-
sing. When this value for the acceleration weight factor was found, S
Z::.j the @ and R set of matrices was normalized so that the acceleration o
. weight was reset to 1.0.
3. The .esign was then fine tuned using the other weighting factors.
Typicaily slight increases in the angle of attack and the pitch rate

weighting factors were required t0 minimize the RMS accelerations.

17

1. For example, if the acceleration was 0.1 g and alpha was 5 deg. then
for each tn have equal impact on the cost functional the acceleration
weight would have to be 2500 times larger than the angle of attack weight
factor. This is because the contribution to the cost functional iz the o
variable squared times the weighting factor, 8.g. the ratio between i(he ~ee
acceleration and the alpha weights would have to be [(5 x S)/(1 » .1)] e
This large ditference between the aelemeaents of the waighting matrices can B
cause numarical problams in the solution of the Ricatti Equation. e
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4. The next step was then to adjust the control and control rate

weighting factors to insure that physical limits for the control

et L, .

positions and servo rates were not violated. The flap deflection ;j-?l;_
limit was 20 degreas, and the servo rate limit was 150 deg/sec.

5. The final step was then to go back to examine each of the weighting
factors again, with the new control and control weights, to insure
that the design point had not changed signiticantly,

6. An additional step would be taken for the final design after the
actual flap control power is defined. This step would be to do a

_: detailed tradeoff analysis to discover the relationship between ride

* quality improvements and the drag penalty (flap RMS deflection) and '-_“'

hardware cost (servo rate limit). An approach to this study wouid be =

i to graduelly decrease the control and control rate weights in order to

: establish a relationship between the flap activity and the RMS accel- =
eration reductions. Figure 46 is an example of this type of informa- -'

tion presented graphically. This particular example is for the take-
off condition and it shows that the RMS reductions become negligible
while the control activity continues to increase for reduced control

» weights. A detailed tradeoff anulysis with the final RQAS design

would indicate where on the curves would be the bast compromise

between acceleration reducticn and flap RMS and rates.

', This basic approarck was uappliad to each of the flight conditions for

both continuous and digital systems. Tné rssults of thesg point designs

879 presartacd in the following section. <
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4.42 OPTIMAL POINT DESIGN DISCUSSION

There are two sets of point designs included in this summasy. The
aircraft state matricas are the same for both sets, but the flap control
power ditfers by a factor of two. The first set o! designs is for the
original linear model, cailed Model A, derived from the NASA LaRC Cessna
4028 nonlinear simulator(19). The flap control power for Model A was only
one-half of the actua! flap power on the nonlinear simulation model. The
second set of dasigns is for a linear model, called Model B, which has flap
control power equal tu the actual flap power on the simulator. Designs for
both models, rather than just the design for the actual flap control power
model, are presented for two reasons.

The first and primary reason is that the flap control power for the

implementation of this system is not yet known. All our RQAS designs have
been based on the assumption that the C-402B’s flaps could be used for
positive and negative direct lift control. However the C-402B has a split
flap, so a redesign of the 402B’'s flap system to a bidirectional flap has
been recognized as a necessity since the beginning of this project. Until
that redesign is completed, it was decided to base all RQAS designs on the
linear mode! derived from the C-402B simulator, with the assumption that

the existing flaps could be made symmetric about zero degrees. The dis-

crepancy between Model A and the actual C-402B simulator, Model B, was

discovered during the moving base simulation study. Explanation of the

reason for the difference in the two models is included in section 63.2.1. ,:,.-?_.g:
Because the only difference between the two models is the control power, ?,::';::I
£

snd since the actusl flap control power for the RQAS will not be known
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until safter the flap redesign has been compieted, both designs will be
presented here as possibla configurations for the actual implementation of

& RQAS design.

The second reason for presenting both sets of data is to show the
design performance insensitivity to the control power ditferences. The

control power hed already been selected as one of the parameters for

NN
analysis in the detailed performance Investigations. Therefore, when the ,___
error in the original model was discovered, it was feit worthwhile to M
present the detailed point designs for Loth sets of RQAS designs. As it
turned out, both designs generated almost identicai reductions in the RMS ,"""

-——

accelerations. The only real difference between them were the flap maximum
values and deflection rates, and RMS values. Further details on this
effect will be presented in the control power paramaeter study.
Only the results of the ICAD program digital simulations for the time
Z:E:. histories and the analytic analysis of the PSDs are presented in this
section. The results of the hybrid and NASA simulations are presented in

Chapter 6.




4.42.1 ORIGINAL FLAP POWER DESIGNS (MODEL A)

The original linear models, Model A, provided from the nonlinear

e e e e e

simulator as 8 basis for the control system designs included only one-half

-,

of the C-4028's flap control power. All the preliminary designs, up until

[
\'.

the time of the NASA simulations, were done with these models. Tables E.1
through E.S5. Appendix F, are the quantitative data summaries for the

nominal designs for the five flight configurations. These Tables include:

1. The open I00p time history peak, max rate and RMS for ali the
output variables. /

2. The open loop eigenvalues, and the RMS acceleration from the PSD
response.

oA b

3. The nominai RQAS design time history response.

Ts = 0.1 sec,
Td = 0.1 sec,
Servo Bandwidth = 10 rad/sec

4. The prototype RQAS dasign time history response.
Ts = 0.1 sec,

Td = 0.06 sec,
Servo Bandwidth = 10 rad/sec

Cre e P

CATI S .
. AN AN

L R e

. AR AR ;

' a2l e . N

Wt T e
ala'ala

5. The minimum Td RQAS design time history response. f-.

Ts = 0.1 sec,
Td = 0.01 sec,
Servo Bandwidth = 10 rad/sec

6. The nominal RQAS design eigenvalues and RMS acceleration from the
PSD response.

The nominal parameters were chosen prior to the existence of the
prototype contraller, without knowing what the capability of the hardware

control system would be. The nominal values of Ts and bandwidth were
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chosen as reasonable vslues that would be repraesentative of what could be
expacted for autopilot or augmentation system use. The Td was chosen to be
the meximum possible so that the nominal designs would be conservative,
with the expectation that the Td would be reduced and the prototype per-
formance would be better than the nominal. The minimum Td designs were
done to determine the best realistic performance available from a RQAS with
the nominal Ts. After the prototype controller was built and tested. the
actual Td was found to be 0.06 sec. The prototype designs were generated
with this delay time for direct comparison to the hybrid and NASA simula-
tions. The PSD responses model the RQAS designs with a full sample period
delay, and so are comparable only to the nominal RQAS time history resuits.

The digital time history simulations are summarized in Table 43. The
acceleration peak and RMS values, and the flap activity for threa diffsrent
RQAS designs discussed in the previous section are presented, and a con-
tinuous RQAS design is added for comparison. Ffor the flight conditions
most affectad by turbulence -- the takeoff, climbs, and approach -- the RMS
acceleration reductions range from 18 to 22% for the nominal design. The
same four flight conditions show a reduction of from 22 to 28% for the
prototype designs, and 26 to 37% for the minimum Td designs. The reduction
for the cruise condition is 15% for the nominal, 20% for the prototype, and
29% for the minimum Td cesign. The cruise reductions are smalier than for
the other conditions, as expected, hecause optimal controllers will have

less effect an small disturbances than they will have on large disturbances.
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TABLE 4.3 DIGITAL SIMULATION OPTIMAL DESIGN TIME HISTORY SUMMARY

(MODEL A)
VERTICAL ACCELERATION FLAP DEFLECTIONS -
PEAK RMS PEAK MAX RATE RMS -
(fps2) % Decr (fps2) % Decr (deg) (deg/sec) (deg)
Takeoff @ SL _
OPEN LOOP  8.94 3.10
NOMINAL 7.1 20.53 2.40 22.46 14,41 102.66 5.26 LN

PROTOTYPE  6.39 28.52 2.26 26.98 14.54 102.99 5.35 e
MINIMUN Td  5.85 34.56 2.03 34.41 14.72 101.88 5.48 BRI
CONTINUOUS 4.59 48.66 1.63 K47.33 14.48 102.42 5.98

Climb @ SL S

OPEN LOOP  9.66 3.72 B o
NOMINAL 8.56 11.38 2.91 21.73 9.21 123.91 H4.17 e
PROTOTYPE  B8.18 1..31 2.74 26.30 9.27 122.02 4.18
MINIMUM Td  7.94 17.80 2.49 33.03 9.26 122.65 4.19

CONTINUOUS 5.90 38.92 2.04 45.13 10.15 104.77  3.97
Climb @ 5000 ft

OPEN LOOP  8.69 2.73 -
NOMINAL 7.71 11.33 2.16 20.78 11.02 117.54 4.32 o
PROTOTYPE  T7.34 15.58 1.97 271.75 11.12 117.42 440 -
MINIMUM Td 6.55 24.65 1.71 37.24 11.39 117.13  4.52 -
CONTINUOUS 5.05 41.91 1.41 48.31 12.96 93.55 4.23

Cruise @ 20000 ft
OPEN LOOP  4.33 1.50 RN
NOMINAL 3.47 19.86 1.27 15.11 3.17 38.30 1.1 RS
PROTOTYPE  3.35 22.75 1.1 20.45 3.18 38.60 1.1 RSN
MINIMUM Td  2.96 31.64 1.06 29.14 3.19 39.00 1.1
CONTINUOUS 2.87 33.72 .90 39.84 3.61  37.16 1,18

Approach @ SL

OPEN LOOP  8.92 3.03
NOMINAL 7.04 21.02 2.48 18.40 17.53 99.99 6.82
PROTOTYPE  6.91 22.54 2.38 21.53 17.55 99.47 6.82
MINIMUM Td 6.78 23.94 2.25 25.82 17.52 96.66 7.05 —
CONTINUOUS 5.53 37.97 2.01 33.73 10.26 101.90 4.50 PR
OMINAL: Ts = .1 sec S
Td = .1 sec B
Servo BW = 10 rad/sec L
PROTOTYPE: Ts = .1 sec e
Td = .06 sec s
Servo BW = 10 rad/sec }_:.'__f;.;::
MINIMUN Td: Ts = .1 sec ; -
Td = .01 sec MG

Servo B¥ = 10 rad/sec




A consistent trend is already apparent due to the digital nature
of the system, is. performance improves as the computational delay time
decreases, & fact that is entiraely consistent with trying to control random
disturbances.

The flap activities are very high for ail but the cruise condition,
but are still within the limits of 20 deg and 150 deg/sec specified based
on the the state-of-the-art of electromechanical servos as is discussed in
Chapter 7, RQAS IMPLEMENTATION CONSIDERATIONS. The flap activities look
excessive, until the fact is considered that only one-haif of the normal
control power is available t0 the RQAS. The elevator activities are not
shown because the elevator is used very sparingly. For all flight condi-
tions the peak elevator deflection was less than 1 degree. the maximum rate
was under 10 deg/sec, and the RMS was less than .5 degrees.

The point designs for four out of the five flight conditions examined
have very similar eigenvalues. As saen in Table 4.4, all but the cruise
condition hav> short period demping of about .74, and phugoid damping in
the range betwesn 63 to .65 Thaese very nearly critically damped roots
compare to an overdamped short period and an extremely lightly damped (0.02
to 0.15) phugoid for the unaugmented aircraftt. The short period natural
frequencies are increased to between 85 to 99 rad/sec, while the phugoid

natural frequencies are dacreased to between 0.03 to 0.11 rad/sec.
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TABLE 4.i EIGENVALUE SUMMARY

l (MODEL A)
- TAKEOFF CONFIGURATION
. W'-REAL W'-IMAG FREQUENCY  DAMPING
- -7.235152 6.518994 9.738824 0.742918
1 -7.235152  -6.518994 9.738824 0.742918
-10.438976 0.000000 10.438976 1.000000
-1.169956 0.000000 1.169956 1.000000
: -0.047349 0.057087 0.074167 0.638404
- -0.047349  -0.057087 0.074167 0.638404
: CLIMB (Sea Level) CONFIGURATION - —Hi
- W'-REAL W'-IMAG FREQUENCY  DAMPING S
-7.034567 6.362747 9.4852135 0.741633 R
N -7.034567  -6.362747 9.485235 0.741633 e
- -10.448573 0.000000 10.448573 1.000000 ]
Y -2.1464T4 0.000000 2. 146474 1.000000 ——d
- -0.042161 0.048529 0.064285 0.655834 -
- -0.042161  -0.048529 0.064285 0.655834 LRt
- CLIMB (5000 ft) CONFIGURATION T
3 W'-REAL W'-IMAG FREQUENCY  DAMPING ——
: -7.293053 6.747095 9.935387 0.7340u8 —
. -7.293053  -6.T47095 9.935387 0.734048 T
- -10.660500 0.000000 10.660500 1.000000 i
- -1.095568 0.000000 1.095568 1.000000 S
-0.022776 0.026390 0.034860 0.653370 R
] _ -0.022776  -0.026390 0.03u860 0.653370 e
CRUISE CONFIGURATION R
AN
W'-REAL W'-IMAG FREQUENCY  DAMPING . R
- -6.307067 4.677101 7.852030 0.803240 ey
" -6.307067  -4.677101 7.852030 0.803240 -
- -10.472785 0.000000 10.472785 1.000000 -
- -3.178820 0.000000 3.178820 1.000000
o -0.030074 0.039873 0.0U9943 0.602162 ¥
N -0.030074  -0.039873 0.049943 0.602162 3
-.‘ :J
> APPROACH CONFIGURATION 1
= W'-REAL W'-IMAG FREQUENCY DAMPING o
3 -6.423309 5.703391 8.589969 0.747769 2
v -6.423309 -5.703391 8.589969 0.747769 o
b -10.038295 0.000000 10.038295 1.000000 -
> -0.072547 0.090290 0.115824 0.626352 :
. -0.072547  -0.090290 0.115824 0.626352 ~———
-1.702065 0.000000 1.702065 1.000000 o

A A
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The result of the natural frequency and damping rstio changes are
reflected In the PSD plot ‘or the nominal design for the takeoff configur-
ation as shown in Figure 4.7. The PSD plots for all five tiight configur-
ations show the same type of result and are included as Figures E.1 through
€5, Appendix E. An examination of these PSD plots shows that the typical
result is a reduction in the acceleration content across the low to mid
frequaency range (.1-6 rad/sec) with a small iIncrease in the upper range
(6-10 rad/sec). The motion sickness frequency range is typically consid-
ered to be 0.1 to 1.0 Hz (0628 to 6.28 rad/sec) [20). The range of
reduced accelerations for the RQAS designs corresponds directly to the
motion sickness range. The increase in the low amplitude high frequency
bumps brought about by the active contro! system has been commonly referred
to in prior research as the “cobblestons ride” effect {21]. The signif-
icant reduction of acceleration in the phugold and short period ranges is
somewhat offset by the slight increase at the higher frequencies. However,

that increase is relatively small and would likely not bs as uncomfortable

to the passengers as the larger amplitude, lower frequency accelerations
that have been reduced. An additional concern, other than the passengers’
comfort, with the higher frequency accelerstions would be in the area of
structural mode excitation. For a smail, relatively rigid sircraft such as
the C-4028, flexible structural modes are of minimsal concern, but, as the
analysis is applied to larger and mora flexible aircraft, excitation of the

structural modes will becoma increasingly important [22]
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A comparison of the performance of the RQAS designs for the time his-

tory and PSD analyses is presented in Table 45  The orly significant
difference in the open loop responses occurs in ths takeoff condition The
RMS value from the PSD response corresponds more closely to the values from
the other simulations than the time history value does, so a likely explan-
ation is that the time history gust,‘ file for this flight condition was not
as good a representation of the Dryden gust field as the other gust distur-
bance files were. In all except the approach flight condition, the agree-
ment in the percent raduction of RMS acceleration due to the RQAS is good.
The large disagreement between the time history and PSD RMS acceleration
values for the approach condition is apparently caused by the different
frequency content of the time history and the PSD analyses.

The digital time history analysis is based on a 10 second gust field
generated from a Dryden model. This period of time was chosen as a compro-
misa between the digital co. iputer time required for the cimulation and the
accuracy of the results. This simulation period can provide data on only 8
limited frequency range. The integration rate for the time simulation is
100 Hz. so frequencies can be sampled well above the upper limit of inter-
est for this application of 10-20 rad/sec. The problem occurs on the lower
end of the frequency range, where the low frequency PSD integration limit
was 0.1 rad/sec. Based on the need to include at least one full period in
order to cover the desired frequency, 8 10 second gust field could repre-
sent frequencies as low as 0.628 rad/sec. In all but the approach flight
condition, tt.e low frequency energy (less then 0628 rad/sec) left out of

the time history was apparently equivalent to the high frequency content
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TABLE 4.5 DIGITAL SIMULATION OPTIMAL DESIGN

; TIME HISTORY-FREQUENCY REPONSE COMPARISON
- (MODEL A)
Time History Analysis Freq Response
N RMS RMS
' (fps2) % Decr (fps2) % Decr
. Takeof{ €@ SL
OPEN LOOP 3.10 3.50
NOMINAL 2.40 22.46 2.76 21.23
B Climb € SL
NOMINAL 2.91 21.73 3.05 23.40
- Climb @ 5000 ft
0 OPEN LOOP 2.73 2.79
: NOMINAL 2.16 20.78 2.15 22.94
Cruise @ 20000 ft
b OPEN LOOP 1.50 1.50
F NOMINAL 1.27 15.11 1.30 13.50
Approach ¥ SL
:f' OPEN LOQP 3.03 3.10
h NOMINAL 2.48  18.40 2.28 26.28
s -

........................................
..................................
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(above 10 rad/sec) left out of the PSD analysis so that the results were
very comparable. However, in the approach flight condition, there was a
significant difference. To check the fact that this difference was indeed
due to the frequency content difference, a PSD analysis was made for the
fraquency range 0.7-20 rad/sec and compared to the time history perform-
ance. The results of that test case showed comparable percentage reduc-

tions in both the time history and PSD analyses.
4.42.2 REVISED FLAP POWER DESIGNS (MODEL 8)

The fiap control power for four of the. five tlight configurations was
twice as much for Model B as it was for Mode!IA. Due to the circumstances
described in Chapter 6. the approach condition remained the same in both
models. The Model B RQAS designs contained control power terms which were
equal to the control power on the simulator. In order to directly compare
the two sets of designs, the data for Model B are presented in the same
form as for Model A, except that the individual flight summaries are not
included. The primary purpose of compsring the two models is to show the
similarity in the performance, even though there is a factor of two differ-
ence in the control power terms. This similiarity will be further explored
in the control power parameter study.

The digital time history simulations for the full flap powar case are
summarized in Table 46. There is no significant difference in the RMS
acceleration reductions between this data and that presented for Model A.
The only meaningful difference between the two sets of RQAS designs is that

the Model B designs requirad about one-half of the control activity that
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E TABLE 4.6 DIGITAL SIMULATION OPTIMAL DESIGN TIME HISTORY SUMMARY
l (MODEL B)

VERTICAL ACCELERATION FLAP DEFLECTIONS
s PEAK RMS PEAK MAX RATE RMS
2 (fps2) % Decr (fps2) % Decr (deg) (deg/sec) (deg)

. Takeoff € SL
] OPEN LOCP  8.94 3.10
: NOMINAL 7.09 20.70 " 40 22.46 7.17 53.55 2.57

PROTOTYPE  6.35 28.97  2.26 27.11  7.22 53.93 2.61

MINIMUM Td 5.78 35.32 2.02 34.73 7.32 53.58 2.66

CONTINUOUS U4.42 50.62 1.59 48.63 5.10 U49.4s 2.27
2 Climb @ SL

OPEN LOOP  9.66 3.72

NOMINAL 8.47 12.27 2.88 22.43 5.59 68.30 2.52
PROTOTYPE  8.13 15.86  2.70 27.49 5.66 67.92 2.55
B MININUM Td  7.91 18.07 2.42 34,99 5.71 68.38 2.58
- CONTINUOUS 5.94 38.49  2.01 45.97 5.10 49.45 2.27
ol Climb @ 5000 ft
- OPEN LOOP §.53 2.75
- NOMINAL T4 16.32 2.14 22,22 5.35 uUT.49 2.10
- PROTOTYPE  6.71 21.36 1.96 28.78 5.40 47.77 2.4
MINIMUM Td  6.13 28.17 1.72 37.52 5.51 U47.39 2.19
i CONTINUOUS 4.66 45.40 1.2 48.45 6.15 44.79 2.1
) Cruise @ 20000 ft
A OPEN LOOP  4.33 1.50
NOMINAL 3.44 20.58 1.27 15.1 1.75 20.98 .63
- PROTOTYPE  3.35 22.75 1.18 21,26 1.76 21.10 .64
B MINIMUM Td  3.08 28.91 1.04 30.61 1.78 21.16 .64
CONTINUOUS 2.56 40.83 .84 43.65 2.36 14.81 .95
- Approach @ SL
OPEN LOOP  8.92 3.03
- NOMINAL 7.04 21.02  2.48 18.40 17.53 99.99 6.82
N PROTOTYPE  6.91 22.54  2.38 21.53 17.55 99.47 6.82
= MINIMUM Td 6.78 23.94 2.25 25.82 17.52 96.66 7.05

CONTINUOUS 5.53 37.97  2.01 33.73 10.26 101.90 4.50

OPTIMAL NOMINAL:Ts = 1 sec
S Td = .1 sec
r Servo BW = 10 rad/sec
HARDWARE LIMITED:Ts = .1 sec R

Td = .06 sec o
o Servo BW = 10 rad/sec e
) MINIMUM DELAY TIME:Ts = .1 sec T
s T™d = .01 sec B
o Servo BW = 10 rad/sec o




the Mode! A designs did. The change of the control activity by the recip-
rocol of the control power change would be normal and expected for a linear
system. However, aven though the model and the simulation are linear, the
optimal solution to the Ricatti equation is nonlinear so this aimost pro-
portional change was not totally expected.

The eigenvalue summary is presented in Table 47. There is a great
similarity for the eigenvalues of both systems, both in the damping ratios
and the natural frequencies. The PSD plot for the full power nominal
design for the takeoff configuration is shown in Figure 48  The full set
of PSD plots for the Model B designs are included as Figures E.6 through
E.10 in Appendix E. A comparison of the Model B PSD plots to the Model A
PSD plots shows that the same frequency rasponse characteristics are appar-
ent in both. There is so little difference between the two sets of plots
that they are indistinguishable in a visual inspection.

A comparison of the time history to PSD performance ot the RQAS is
presented in Table 48  Just as before, the only differences are for the
takeoff configuration for the open loop, and the approach configuration for
the augmented system. The reasons for these differences are the same as

those given for Model A.
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TABLE 4.7 EIGENVALUE SUMMARY

TAKEOFF CONFIGURATION

W'-REAL
-7.179389
-7.179389

~10.401377
-1.272836
-0.048801
-0.0U8801

(MODEL B)

W'-IMAG
6.546084
-6.546084
0.000000
0.000000
0.058307
'0 . 058307

CLIMB (SL) CONFIGURATION

W'-REAL
-7.262707
-7.262707

-10.573930
-1.670707
-0.042003
-0.042003

W'-IMAG
6.514562
-6.514562
0.000000
0.000000
0.049249
-0.049249

CLIMB (5000 ft) CONFIGURATION

W'-REAL
-7.240542
-T7.240542

~10.617063
-0.023826
-0.023826
-1.203098

CRUISE CONFIGURATION

W'-REAL
-6.575168
-6.575168

-10.558939
-2.692514
-0.028888
-0.028888

APPROACH CONFIGURATION

W'-REAL
-6.423309
-6.423309

-10.038295
-0.072547
-0.072547
-1.702065

W'-IMAG
6.743911
-6.743911
0.000000
0.027181
-0.027181
0.000000

W'-IMAG
4.540687
-4.540687
0.000000
0.000000
0.039276
-0.039276

W'-IMAG
5.703391
-5.703391
0.000000
0.090290
-0.090290
0.000000

FREQUENCY
9.715701
9.715701
10.401377
1.272836
0.076035
0.076035

FREQUENCY
9.756353
9.756353
10.573930
1.670707
0.064728
0.064728

FREQUENCY
9.894735
2.894735
10.617063
0.036146
0.036146
1.203098

FREQUENCY
7.990661
7.990661
10.558939
2.692514
0.048755
0.0u8755

FREQUENCY
8.589969
8.589969
0.038295
0.115824
0.115824
1.702065

DAMPING

0.738947
0.738947
1.000000
1.000000
0.641827
0.641827

DAMP ING

0. 744408
0.744408
1.000000
1.000000
0.648923
0.648923

DAMPING

0.731757
0.731757
1.000000
0.659172
0.659172
1.000000

DAMP ING
0.822856
0.822856
1.000000
1.000000
0.592504
0.592504

DAMPING

0.747769
0.747769
1.000000
0.626352
0.626352
1.000060
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TABLE 4.8 DIGITAL SIMULATION OPTIMAL DESIGN
TIME HISTORY-FREQUENCY RESPONSE COMPARISON

(MODEL B)
Time Kistory Freq Response
RMS RMS et
! (fps2) % Decr (fps2) % Decr -
' Takeoff @ SL :
OPEN LOOP 3.10 3.50
NOMINAL 2.40 22.46 2.72 22.46
.I Cliab @ SL E
OPEN LOOP 3.72 3.98
NOMINAL 2.88 22.43 3.13 21.36
Climb 8 5000 ft
OPEN LOOP 2.75 2.79
NOMINAL 2.4 22.22 2. 11 au.u7
I Cruise €& 20000
OPEN LOOP 1.50 1.50
NOMINAL 1.27 15. 11 1.34 10.45

Approach € SL
OPEN LOOP 3.03 3.10
NOMINAL . 2 26.28

...................................
...........................
.........................................................
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443 OPTIMAL POINT DESIGN SUMMARY

The performances of the optimal designs for both Models A and B are
sO similar that no distinction is made between them when presenting this
i summary. The nominal RQAS designs produced moderate reductions of 18-26%
in the RMS accelerations for four flight conditions most 'affected by turbu-
lence -- the takeoff, the two climb and the approach configurations. The
reductions for the cruise condition are not as large, but the disturbances
are not nearly as large either. Tha RQAS designs for all flight conditions

show the same characteristics in the frequency domain of reducing the

acceleration content across the low to mid frequency range while adding a

small amount of low amplitude acceleration at the higher frequency range. - ]

,‘-".; 1
This translates into a significant reduction in the motion sickness range, -j'»f-.ﬁ
and a slight increase in the number of smail high frequency bumps. The i

» eigenvalues for all designs are also very similar, as would be expected
from the similarity of the PSDs, with damping ratios ranging only from
about .63 to .75 for both the short period and the phugoid.

The great similsrity between these two sets of designs, with a factor
of twc difterence in flap control powers, suggests that the final system
E performance will be relatively indepandent of tha control power. The

differance in the nominal, prototype, and minimum Td designs further

suggests that parformance will instead be strongly impacted by the digital

parameters. The last section of this chapter is an investigation of the
digital and implementation effects (inciuding the control power), and the

results support this preliminary conclusion.
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45 PARAMETER STUDIES

After the nominsl designs for the five conditions had been completed,
8 set of parameter studies to determine the impact of the selected para-
meters on the RQAS performance were conducted. The paramaters included in
these studies were:
1. the sample time (Ts);
2. the computational delay time (Td);
3. the servo bandwidth (BW); and

4. the elevator and flap control power.

The vertical RMS acceleration was the primary performance measurd for these
studies, but control rates and deflections were also examined to insure
that established limits were not exceeded. The nominal designs formed the
baseline for these studies both in terms of the parameter values and in
terms of the Q and R waeighting matrices. After the proper ratios of the
outputs and controls had been found for each flight condition, in terms of
waeighting ﬁctors in the weighting matrices, these ratios were held con-
stant throughout the parametric studies. In other words, the same Q and R
matrices used to produce the nominal designs for each flighi condition were
also used for these parameter studies. To insure that this was a reason-
able approach, new Q and R matrices were found using the design procedure
outlined in Chapter 4, for a variety of cases. There was never any signif-
icant difference between the performance for the cases using the ncminal
weighting matrices or the cases using the weighting matrices found for that

specitic set of psrameters.
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Each parameter study consisted of varying one parameter while holding
all of the others constant. in this way the effect of each individual
parameter was first analyzed independent of the effects of the other param-
eters. The Ts and the Td were investigated to gain better understanding of
the digital effect on the RQAS designs, while the BW and the control powers
were studied to gain better understanding of the ROAS system implementation
considerations. After the etfect of each individual parameter was investi-
gated, three combinations of parameters were studied. The first combina-
tion was Ts and Td. For each of the Ts's analyzed, a full Td study was
8lso done to determine the interaction between these two parameters. The
second combination of parameters was BW and Td. For each differant BW, two
additional Td's were aiso examined to determine the relationship between
the BW and Td. The final combination of parametars examined was BW, Ts,
and Td. This study continued the previous BW examinations to sea what
effect the BW had on performance with smaller Ts's.

Parameter studies were done for both the Model A and B RQAS designs.
Both parametric studies are included to show that the parameter trends,
like the point design performance-. are very similar. Throughout the
remainder of this section each figure wili consist of two parts, A and B
Part A will be for the Model A design, and part 8 will be for the Model B
design. The results and conclusions of the individual and combined para-

meter studies will be integrated into a discussion of the overall design of

a RQAS in the summary section of this chapter.
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451 SAMPLE TIME

The purpose of the Ts investigation was to determine the performance
improvements gained by decreasing the sample time from the nominal value of
0.1 seconds (10 Hz). The Ts's investigated were 0.1, 0.08, 0.06, 0.04, and
0.02 seconds. A plot of the RMS acceleration versus the Ts for the takeoff
configuration is shown in Figure 49. The remaining flight conditions ere
shown in Figures E.11 through E.15, Appendix €. The continuous RQAS per-
formance shown, on this figure and all remaining figures, is for the nom-
inal bandwidth servo. The trend is as expected, i.e. performance improves
and approaches that of the continuous system as the Ts decreases. The
performance penalty (PP) paid by the digital system, defined as

% Reduction by Continuous - % Reduction by Digital

T  Reduction by Contmwous |
ranged for the ditferent flight conditions from a PP = 045-055 for a Ts
of 0.1 second, to a PP = 0.05-0.10 for a Ts of 0.02 seconds. The variation
is very nesarly linear so that the design choice of the Ts becomes a linear
tradeoff between sample rate and acceleration reduction. The chcice of Ts
will therefore depend only upon the speed of the digital controller. and
the amount of other digital processing required of it, if it isn’t
dedicated to the RQAS function.

Figures E.11 through E.15 show that the trends are the same for ail of
the flight conditions. The trends for Model A and Model B ailso have the
same characteristics., reinforcing the conclusion from the point designs
that control power atfects only the control activity and not the other

aspects of the RUOAS performance.
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MODEL A

FIGURE 4.9 Effect of Sample Time - Takeotf Configuration
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452 COMPUTATIONAL DELAY TIME

The purpose of the Td study was to investigate theé effect that
reducing Td from the nominal value of 0.1 second would have on the system
performance. The main questions were: would a raduction in the Td cause
over-control of the system as discussed in section 44.22; and would a
reduction in Td improve performance a3 much as an equivalent reduction in
the Ts?

The Td's investigated included 0.1, 0.08, 0.06, 0.4, 002, and 0.01
saconds for the initial study. The effect of reducing Td was Ssimilar for
all tlight conditions, as was the effect of a reduction of Ts, so only the
plot for the takeoff condition is presented as Figure 4.10. This plot
shows that reducing Td also reduces the RMS acceieration for the relatively
slow nominal servo (BW = 10 rad/sec), as expected. Howaver, Td reductions
do not have as strong of an effect as similar reductions of Ts, as shown by
the lower slope of the Td data. Using the same definition of PP as for the
Ts study, the penalties paid by the digital RQAS designs for the different
flight conditions ranged from a PP of 0.45-055 for Td = 0.1 seconds, to a
PP of 0.18-0.27 for Td = 0.02 seconds, and finally 10 a PP of 0.15-0.24 for
Td = 0.01 seconds.

In addition to the Td analyses done with all other paramaters helid to
their nominal values, a similar Td analysis was performed for each of the
Ts's invastigated in the Ts parameter study. The purpose of this study was

to try to define the combined effect and tradeoff hetween reducing Ts
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FIGURE 4.10 Effect of Delsy Time - Takeoff Configuration (Ts = 0,1 sec)
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or Td and reducing both Ts and Td. Plots similar to Figure 4.10 are
Included in Appendix E for Ts = 0.08, 0.06, 0.04 and 0.02, with Td starting
at the Ts value and decreasing to 0.01 seconds. Again because of the
similarity of the data for all the flight conditions, only those data for
the takeoff condition are shown as Figures E.16 through £.19. The same
general effact is seen for the Td reduction within sach of the givon Ts's
as was seen with tha nominal Ts, ie. a reduction in Td reduces the RMS
acceleration. However, a trend is appergnt that the smalier Ts becomaes,
the more powerful a reduction of Td becomaes, so that a reduction in either
Ts or Td becomes almost equivalent.

To better show this trend, a composite of all the Td plots is presen-
ted as Figure 4.11. Each separate Ts is represented by a different symbol,
and the one symbol of each type that is darkened in represents the case
when the Td = Ts. The siope of each of the Td variations within a given Ts
is always smaller than the siope of the Ts variation. However. the slope
o' the Td veristions for the smalier Ts begin to approach the slope of the
Ts variation.

The conclusions of these Ts and Td studies are that Ts and Td
reductions both cause performance improvements, and that the Ts effact on
these improvements is more powarful than the Td effect. However, as Ts
decreases, reductions in Td become nearly equal to further reductions in
Ts. This means that a small sample period decresse can be combined with
a large reduction in Td to produce acceleration reductions equivalent to
those realized from large Ts reductions. This combination of Ts and Td

reductions would permit microprocessor time to be available during part of
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each sample period for other tasks, if desired. [f the microprocessor is
dedicated to the RQAS, then there is no advantage to not reducing the Ts to
the minimum possible value based on the processor speed.

As in all the previous data, there is no significant ditference
between the Model A and B aesigns for the digita! systems, even further
substantiating the conclusion that a control power change only impacts the

contro! activity, and not the ¢gthear performance c¢haracteristics.
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453 SERVO BANDWIDTH

The purpose of the servo BW investigation was to determine the trade-
oft between higher BW servos, which transiates into higher hardware costs,
and acceleration reductions. The nominal servo for this project has been a
10 rad/sec BW saervo, but much higher BW servos are available if the payoft
warrants the investment. The servo BWs examined were 5, 10. 20, 30, 40,
50, and 100 rad/sec. Although reslistic servos, even for extremely high
performance, high cost applications are limited to about 75 rad/sec, the
100 rad/sec BW servo was included to see whather the system could be over-
controlled as predicted earlier.

The initial phase of the B8W investigations examined the effect of
various servos on the nominai RQAS designs. The nominal design for the
takeoft configuration is represented by the square symbois on Figure 4.12.
The other flight contigurations are included in Appendix €, Figures E.21
through €.25. For the nominal RQAS designs, the servo tandwidth has very

little eoffect, due to the fact that the control output has already been

delayed by a full sample period and a fast servo can't help to make up that

delay. Please note that the continuous RQAS performance shown is the

RO IR
S
Yavwy a)

performance of a RQAS continuous design with a 10 rad/sec servo. The

A

performance at the nominal BW is projected scross the entire BW axis merely

.

LA

as a reference for the digital RQAS designs. The actual performance of a

LR
e

-
|,'.

continuous system would also be expected to be a tunction of tha servo BW, —
and probably a stronger function of BW than the digital systems.
The second phase of the BW study kept the nominal Ts and both nominal ,.:-;L;

- control powers, but Td is reduced to 0.06 and 001 seconds. The triangles
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and the inverted triangles in the servo BW study plots rapresent the 0.06
and 0.01 Td's, respectively. The BW becomes increasingly impcrtant as Td
is decreased. At Td = 006 seconds there are significant performance
improvements up to a BW of 20 rad/sec (3.2 Hz). For Td = 0.01 seconds
slight improvements continue through a BW of about 30 rad/sec (about 4.8 Hz).

The over-control of the system predicted in section 4.3.2.2 does occur,
but only at Td = 0.01 seconds, and very high BW's. Several data points for
the 100 rad/sec servo are missing from the figures because the performance
of the RQAS caused an increase in RMS ecceleration value that was off the
scale. Figure 4.13 shows an example of what is meant by over~control, when
the combination of small Td and high BW result in more controi deflection
than is desired. This figure shows what increasing the BW does to the
sctual control movement when compared to the desired control movement. For
the 50 rad/sac servo., the control deflection is much larger than the
optimai control wouid be. resulting in an over-control of the system. The
climb at ces level configuration shows the beginning of this effect with an
increass in the RMS value starting at the 50 rad/sec serva. However, the
high dynamic pressure, low control activity cruise configuration does not
exhibit evidence of the over-control even for the 100 rad/sec BW servo, and
Td = 0.01 seconds.

The phenomenon of aover-control is the oné instance where there seems
to be a ditference between the Model A and Model B designs. The low
contro! power (Model A) case exhibits over-control for only 2 out of §

flight conditions, while the full power case shows it for 4 out of 5.
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The final phase of the BW study involved a change in Ts, Td and BW
from the nominal designs. The objective of this investigation was to
determine what effect 8 combined reduction in Ts and T4 would have st
different servo BWs. Figure 4.14 presents performance data for only the
takeoff configuration for the three Ts and Td combinations listed below:

1. the squares are for 8 Ts of 0.10 and a Td of 0.06 seconds;

2. the triangles are for a Ts of 0.08 and a Td of 0.J6 seconds
(the prototype controller limit); and

3 the inverted triangles are for a Ts of 0.06 and a Td of
0.01 seconds.

Using the numbers above to refer to the three cases, there is a significant
improvement going from case 1 to 2, but there is an even greater improve-
ment going from case 2 to 3. The signiticance of this is that as Ts or Td.
or both Ts and Td decrease, the importance of BW increases. The result is
tha:, as the digital system approaches the continuous one, the BW becomes
an increasingly important parameter. However, BW requirements never exceed
reasonable limits for this type of application,

A second result of this study is that as Ts decreases the control
powser does begin to have some affect. For case 1 there is virtually no
ditference between the performeance of the two different control power
dasigns, while for case 2 there is s slight difference of about 3%. For
case 3 a more noticeable difference is beginning to show up, almost 6%.
Although the difference between the two control power RQAS designs is still

fairly insigniticant, a trend is starting to become evident that, as the

o ¢




-

3 MODEL A
’. 4,0
. !
- OPEN LOOP SYSTEM
- 3.0
N
[ ]
D
S va © 0O o o o
- .0 v a A A A A
- CONTINUOUS_SYSTEM
m \;—.~_~+;-
| 2 I v v v
.. N
N <
1.0 p O Ts = 0.1 sec, Td = 0.06 sec
- A Ts = 0,06 sec, Td = 0.06 sec
- - v Ts = 0.06 sec, Td = 0.01 sec
L
' -0 4 20 T €0 80 100
SERVO BANDWIDTH (rad/sec)
i MODEL B
. 4.0
OPEN LOOP SYSTEM
(] 2.0 |
B g
- S o s
3 An ]
- S v d a o n] o o e
o Laoy . & A a a N o
L - CONTIMUOUS SYSTEM
- g | Vv v v e
-_': ~ :."':.‘i
" < RN
1.0 ¢ O Ts = 0.1 sec, Td = 0.06 sec ]
A Ts = 0,06 sec, Td = 0,06 sec =R
Ol 5
1 ¥ Ts e 0.06 sec, Td = 0.0] sec e o
<
A A " Y A, A i A A RS
95 20 0 60 80 100 e
o SERVO BANOWIDTH (rad/sec) ]
) =
’ A =
. FIGURE 4.14 Increased Servo Bandwidth-Reduced Ts and Td Effect e
o
)
97 :«'.".-}




| TN I

digital system approaches a continuous one, the control power is beginning

to impact the performance in areas other than in merely the controi

«
L

scCtivity.

'. A third result is that the over-control condition no longer occurs.
With reduced Ts., the control implementation used for this design effort can
be used with even the highest BW servos and the minimum Td without fear of

i over-controlling the system. The reason for this is that as Ts decreases,

the amount of excess control for any given BW servo will decrease.
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454 ELEVATOR AND FLAP CONTROL POWER

The control power study consisted of examining the effect of reducing
the elevator power to 20% of the original elevator power, and increasing
the flap control power to twice the original. The reason for looking at a
system with reduced elevator power wss a desire to use only dedicated
control surfaces for the RQAS. If only a small portion of the elevator
control power is needed, then a split portion of the elevator surface,
independent of the primary control system could be dedicated to the RQAS.
The use of a separate split elavator surface was recommended in the feasi-
bility study as being attractive both because the split surface would not
be a primary flight control, and the split surface movements would not be
connected to the pilot's controls and cause feedback to him. The reason
for examining the effect of doubling tha flap control power is that the C-
4028 now has a relatively inefficient split flap. It is reasonable to
expect that a flap designed for the RQAS would be designed to be more
efficient, and thus tc have more control power. Examining the effect of
increased flap control power will determine whether or not it would be
beneficial to spend extra time, effort, and money (0 generate a highly
efficient direct lift system.

As has been shown in the point desigh summaries, the alevator is used
very little by the RQAS. Cutting the elevator power by a factor of five
increases the RMS amount of elevator used by 2 factor of about 2-3. The
elovator activity is still below 2 degrees peak, 1 degree RMS. and

20 deg/sec for all the flight conditions. it is entirely reasonable to

expect to successfully implement an optimal design RQAS with only a small

- ew




dedicated portion of the existing eiavator.

An initial flap control power examination has already been presented
bv carrying both Mode! A and B RQAS designs through the entire point design
and parameter investigation process. The consistant resuit throughout this
entire process has been that, for nominai digital RQAS designs. control
power affects only the control activity, and not the other aspects O:
performance until Ts is reducec at least to 0.06 seconds or less. To
insure that this trend continued to higher than normal control powers. the
design with control twice that of Model B was done. Data for Model A
(half), Model B (full) and the double control power design are shown in
Table 49. As shown py the data in this table, the only benefit from an
increase in flap control power is a reduction in the sarvo rate aend dis~

placement, but no significant reduction in RMS acceleration.
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TABLE 4.9 FLAP CONTROL POWER SUMMARY
| (MODEL B - TAKEOFF CONFIGURATION)

VERTICAL ACCELERATION FLAP DEFLECTIONS
PEAK RMS PEAK MAX RATE RMS
(fps2) % Decr (fps2) § Decr (deg) (deg/sec) (deg)

i MODEL A
OPEN LOOP  8.9%4 3.10
NOMINAL 7.11 20.53 2.40 22.U6 W.41 102.66  5.26

PROTOTYPE 6.39 28.52 2.26 26.98 14.54 102.99 5.35
MINIMUM Td 5.85 3U4.56 2.03 34.41 14,72 101.88 5.48

MODEL B
OPEN LOOP 8.94 3.10
NOMINAL 7.09 20.70 2.40 22.46 T7.17 53.55 2.57

PROTOTYPE 6.35 28.97 2.26 27.11 7.22 53.93 2.61
MINIMUM Td 5.78 35.32 2.02 34.73 7.32 653.58 2.66

DOUBLE FLAP POWER

s OPEN LOOP 8.94 3.10

i NOMINAL 7.25 18.90 2.40 22.58 4.57 31.56 1.56
PROTOTYPE 6.30 29.53 2.24 27.74 4.63 31.08 1.60
MINIMUM Td 5.60 37.36 1.97 36.45 4.73 31.66 1.65
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4.6 OPTIMAL DESIGN SUMMARY

The optimal designs for the nominal system (Ts = 0.1 sec, Td = 0.1
sec, Servo BW = 1) rad/sec, snd both one-haif and full flap control power)
produced about 18-22% RMS acceleration reduction at the high turbulence
flight conditions (take-off, climb, and approach) and sbout 15% at the low
turbulence cruise condition. By reducing both Ts and Td, the digital
parameters of the RQAS, to .08 seconds, and increasing the servo BW to 20
rad/sec (equivalent to current autopilot servos) the reductions could be
increased to bettar than 35%. By keeping Ts = 0.06 seconds, and further
reducing Td to 0.01 seconds, the reductions vould be incressed to over 50%.
These reducticns compare 10 about 45-48% for a continuous system ‘with the
nominal 10 rad/sec BW servos.

The elevator activity is minimal for all designs, and implementation
of a split surface pitch control appears feasible. The flap activities for
the full C-4028 control power designs stay below 70 deg/sec for the rate, 7
degrees for the peak and 2.75 degrees for the RMS for all ‘except the
approach condition. Rates of 100 deg/sec, peaks of 17 degrees, and RMS of
aimost 7 degrees occur there, because of the loss of flap efficiency about
the 30 degree trim deflection. For the Model A designs, the maximum rates,
maximum deflections and RMS for the flaps are 120 deg/sec, 15 degress, and
5.48 degrees. respectively. Although the control activity for the Model A
RQAS designs is high, it must be remembered that only one-half of the
control was used in these designrs.

A comparison of the performance of our RQAS, with a nomina! Ts, to a

past ride smoothing effort is presented in Table 410 Detailad ride
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T TABLE 4.10 RQAS - STOL RIDE SMOOTHING SYSTEM COMPARISON
g' (MODEL B, MODERATE TURBULENCE,

g WITH RMS VERTICAL ACCELERATION IN g's)
] RQAS DESIGNS BOEING STOL
Rt Ts=.1 sec Ts=.1 3ec Tsz.1 sec DESIGN
. Td=.1 sec Td:=.06 sec Td=.01 sec Continuous Continuous
; TAKEOFF  .118 REE .097 .078
CLIMB L1482 .133 .19 .099
€ SL
CLIMB 097 .089 .078 .064
@ 5000 ft
CRUISE  .082 .076 .067 .054 .06 5
2
DESCE'NT .09 -—q'.
]
.,-‘-.J
o
APPROACH 122 T AN .087 .1 R
~——d
2
o
At
2L
SN
A
S
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smoothing systerms were designed for low wing-loaded STOL transports by the
Boeing Co. in the early 1970's (10). Acceptable lavals of RMS acceleration
were set for this study at 0.11g (3.54 ft/s2) for a gust intensity with the
provability of exceedence of 0.001. This criteria corrasponds to a satis-
factory rating by about 75% of the passengers [23]. A summary of the full
flap power point design performance for the 0.001 probability of exceedence

is presented for comparison to tha STGL designs. The Boeing designs were

continuous systems with high rate (100 deg/sec) and high BW servos (30
rad/sec). Both the Boeing and our continuous systems meet this criteria
readily for ail flight conditions. However, for the digital systems with ,_._}

LR |

the nominal Ts and Td, only the climb at 5000 ft and the cruise config-

urstions meet the desired level of performance. By reducing Td, only the
takeoff configuration can be added to those designs that can meet the »-»-
established criteria. B
The RQAS designs for all of the flight conditions can meet the cri-
teria by reducing the Ts and Td to the prototype digital controller values.
Table 411 shows that the prototype designs can meet or exceed the critaria
of 0.11g for the vertical acceleration RMS. This entire comparison is done
with the nominal servos; and, as shown in the servo parameter study, per-
formance would improve for the RQAS designs with servo BW increased to 20
rad/sec. The purpose of this brief discussion was to provide a basis of
compsrison of the performance of the digital RQOAS designs to one previous *
analog ride smoothing system. o

The next Chapter will be a presentation of the classical RQAS designs,

- .o

including the design approach, the point designs, and the paramaetric studies.
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TABLE 4.11 RQAS PERFORMANCE: REDUCED Ts and Td
(MODEL B - 0.001 Probability of Exceedance)

. o e e e
R

RMS Acceleration (in g's)
Ts=0.1 sec Ts=0.1 sec Ts:0.06 sec Ts:0.06 sec
Open Loop Td=0.1 sec Td=0.01 sec Td=0.06 sec Td=0.01 sec

- oo --o ceccascaseaans LT T R g L N cmecsacacene

TAKEOFF 152 .18 .097 .104 .090

iR DRSO L

- CLIMB .183 L2 119 .125 .110
% at SL

CLIMB -125 .097 .078 .083 .070
at 5000 ft

i
’ T

CRUISE .097 .082 .067 .072 .062

APPROACH .150 122 L1 112 .107
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5. CLASSICAL DESIGN

This chapter presents an alternate form of control system design that
uses either tha root locus method or the frequency response method of Bode
to aid in the design of the active ride augmentation system. These designs
are frequently referred to as ciassical control designs to distinguish them
from the modern or optimal control designs discussed in the previous chap-
ter. In this chapter, the root locus method will be used to design the
active ride augmentation system. For this purpose, appropriate subroutines
from the NASA CONTROL program [15] have been incorporated in the ICAD
program to allow designs using root locus techniques in the z- or w'-domain
for digital control systems, or in the s-domain for continuous control
systems.

These CONTROL subroutines provided the capability to caiculate eigen-
values and transfer functions, and to generate root loci, root contours,
frequency responses, and power spectra for open- and closed-loop systems.
in the analyses of digital flight control systems, the CONTROL program
tirst discretizes the aircraft, servo, and sensor dynamics and any analog
feedback lcops SO that the entire system, including the digital controllier,
will have a common discrete representation. In the discretization process,
CONTROL automatically accounts for the sampling and 2ero order hold
effects. External inputs to the aircraft and the digital controiler can
also be defined, if desired. External inputs to the aircraft are consid-
ered as sampled continuous inputs, whereas, external inputs to the digital
controller are considered discrete inputs separated in time by the sample

time, Ts. The discretizead system is then described by vector difference
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equations which are algabraically equivalent to vector differential eque-
tions that describe continuous systems. The same computer sigorithms used
for continuous systems can then be used for the discrete system. The
resulting discrete transfer functions are 2-transform transfaer functions.
The ICAD program automatically converts from the 2-domain to the w'~
domain so that w’'-plane analysis can also be used in the design of digital
flight control systems. This conversion to the w’'-domain is accomplished
by means of the bilinear trensformation scaled with a factor Ts/2,
2 z-1
w = - e_—— (5.1)
Ts 2+1
The factor 2/Ts which asppears in equation $.1 ensures that tha w’-plane
will approach the s-plane as the sample time approaches zero. If the w'-
plane root locus is used to analyse digital control systems as if it were
actually an s-plane root locus, the sample time must be restricted to a
maximum of 0.1 seconds, or else distortion of the root locli will occur. An
example of this i3 given in Figure 5.1 where constant damping loci are
shown for ditferent sample times for two different values of the damping
ratio. From this figure, it is clear that higher vaiues of the sample time
distort the s-plane straight line damping loci of a continuous system.
However, if the sample time is restricted to 0.1 seconds or less, this
distortion does not occur and s-plane methods can be applied to the w'-

plane in the design of digital control systems.
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All the designs in this chapter were done in the w’'-plane. Proper
selectioh of the sample time insures that the w’'-plane root loci used in
the design of digital control systems will have a marked similarity to the
s-plane root loci. The w'-plane root locus will then not only have a
geometrical resemblance to the s-plane root locus, but the actual root and
gain values will also be similar. In the limit, when the sample time and
the computational delay time approach zero, the w'-plane will apprcach the
s-plane. The design engineer, by using the w’'- plane, can therefore draw
on more extensive experience with the s-plane root loci to help facilitate

the digital designs.
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5.1 DESIGN APPROACH

One of the ways in which the classical designs differ from the optimal
designs is in the number of feedback loops. The classical designs can
utilize limited feedback instead of the full state feadback required for
the optimal designs. To keep the classical designs simple, the number of
feadback loops were limited to two loops: an inner 100p fur controlling the
vertical accelerations, and an outer loop to correct the handling quality
deficiancies resulting from the inner !oop closure.

Although no bhandling qualities specifications exist for commarcial or
regional aircreft, the current industry accepted standards as defined in
military specifications F-8785C [24] were used and applied to both the
unaugmented and augmaented aircraft in order to determine compatibility with
minimum acceptable levels of aircratt dynamic mode parameters such as the
short period mode damping, etc. For this purpose, the Cessna 4028 was
dofined as a class 1 (light utility) aircraft, with the gosl of satistying
level 1 (clearly adequate) flying qualities for category B8 (climb, cruise,
descent) and category C (tekeoff, approach) flight phases.

With the root locus method the design engineer can relocate the eigen-
values of the augmented aircraft to favorable positions (as specified in
the military specifications) by making use of the two loop closures and
some combination of proportional, integral, and derivative control. The
proportional control is

uj = Kej (5.2)

where u; is the control command, and e; the arror signal. The associsted
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transfer function is

D(2) = K (5.3)
s The integral control is

Ui = Ui-1 * Ke; (5.4)
and has a transfer function,
R D(z) = K/(1-2"Y). (5.5)

The derivative control is

_ u;p = K(ej-ej-y) (5.6)

and has a transfer function,

_ 0(z) » K(1-271). (5.7)

: A combination of these control structures will allow various types of

» compensstion such as lead, lag-lead and others. Initially the designs were

_. based on proportional control only. integral and/or derivative control

~., was not required for the Cessna 402B aircraft. B

The nominal point designs were generated with sample and computational ZV‘ :

l delay times of 0.1 and 0.01 seconds, respectively. The relatively small __._:
delay time compared to the sample time was selected for the nominal designs ~....-

for two reasons. First, with small delay times, the eigenvalues from the

- root loci would more accurately predict the performance attained in the

L digital simulation; and second, the smail delay time would permit more of

the microprocessor duty cycle to be available for the addition of other

_. advanced stability augmentation system (SAS) and autopilot functions. The ?

L effect of varying the nominal values of Ts and Td will be discussed later. “*:

AR

Furthermore, sensor dynamics were neglected in the nominal designs, because {:

;'; sensor response is normally of high encigh frequency sO as to not influence - -"-j'.:';

2 i

-3 1 o
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the aircraft dynamics. Typical sensors have undamped natural frequencies
o!f 20 Hz and higher [25], whereas, the =eircraft dynamic frequencies of
interest do not exceed 1.5 Hz. The servos for the nominal designs were
represented as having first order dynamics with a bandwidth of 10 rad/sec.
The response of the system due to varying the servo bandwidth will be
presented iater.

All the dasigns in this chapter were done for the Model A aircraft
defined in the previous chapter. The Model A aircraft has half the stan-
dard Cessna 4028 fiap control power. Since the system is linear, the full
¢13p control power (Model B) designs should give equivalent performance with
haif the gain of the Model A designs in the flap control loop. and the flap
control activity should subsequently be halved. Therefore, the performance
sttained by the Model A designs presented in this chapter should also be
attained by the Model B designs with the exception that the flap maximum
rate, maximum defiection and RMS values will be halved. The control power
effect is further discussed in section 554 where the elevator and flap

control power parameter studies are presented.
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52 SELECTION OF FEEDBACK LOOPS

To control the vertical accelarations, feedback of angle of attack (a)
ar‘\d vertical accelerations (Az) to both the flaps and the elevator were
examined as discussed below. In addition it became necessary to also
examine the effects of attitude angle (6) and pitch rate (q) feadback to
both the flaps and the elevator. Although 6- and q-feedbacks were not
expected to provide much atienuation of the vertical accelerations, their
affects on the aircraft were still examined primarily to gain a better
understanding on how they could be efficiently used as an outer Icop t0 not
only remedy possible handling qualities deficiencies but also to provide
further reductions in the vertical accelerations, if at all possible.
Alpha and vertical acceleration feedback to both the flaps and the elevator
provided the primary soluticn to the active ride augmeantaiion problem in
regional aircraft as explained below.

The effact ot vertical acceleration feedback to the direct lift flaps
is intuitively obvious. The net effect of this loop closure is approxima-
tely simiiar to Iincreasing the mass of the aircraft. and will therefore
artificially increase the wing loading of the asircraft. The accaleration
response of the aircraft will then be reduced.

Angle of attack feedback to the diract lift flaps will try to maintain
alpha and therefore C| constant following an alpha gust.

Vertical acceleration feedback to the elevator increases the short-
period resonant frequency of the aircraft to the zone where the gust power
spectrum is decaying at the rate of 40 dB/decade Therefore, the higher

the aircraft effective short-period resonant frequency, the Ilower the
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magnitude of the response to turbulence. Note that this system. can cause
potential structural resonance problems if the sircraft short period
resonant frequency is @ailowed t0o increase to high values In flexible
aircrafe.

The effect of feeding back the angle of attack to the elevator is to
incresse the magnitude of Mg directly, which is equivalent to increasing the
static stability of the aircraft.

Loop closures involving pitch rate and attitude angle were not consid-
ered as primary means of controlling the vertical accelerations. Pitch
rate feedback did not give as high a percentage reduction in the vertical
accelerations as the angle of attack or vertical acceleration systems.
This is veceuse of the relatively low contribution of tha pitch rate term
to the vertical accelerations for this aircraft.

The attitude control system will tend to hceld the pitch attitude
constant in the presence of disturbances since the reference for stabili-
2ation is the horizon. Consequently this rigidity in attitude prohibits
any weathe.rcocking tendency of the aircraft to nose into the wind. and
thereby reduce accelerations.

It is important to note that alithough pitch rate and sttitude angie
systems cannot be wused es primary means of reducing the vertical
accelerations, they are mostly used in active ride augmentation system
designs as outer loops to improve the handling queglities deficiencies
arising in the asugmented aircraft due to the inner loop closure. They can
also be effectively used to improve any handling qualities deficiencies

which may be present in the unaugmented aircraft itself.
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5.3 DETAILED DESIGN FOR THE TAKEOFF CONFIGURATION

Having decided on the essential loop closures for controlling the
vertical acceleorations, the designer is left with the task of selecting a
system that will give the maximum reduction in the vertical accelerations
without demanding excessive control activity. Factors such as the aircraft
pitch response to turbulence, sensor requirements, etc. will also have to
considered in selecting the best overall system. In this section, the
datailed design for the takeoff configuration will be performed. Designs

for the other Cessna 402B flight conditions are presented in section 5.4.

5.3.1 UNAUGMENTED 4028 DYNAMICS AT TAKEOFF

Figure 5.2 shows a pole-2ero plot of the Cessna 4028 in a takeoff
configuration at ses level. Note that this is a s-plane plot since the
sircraft response without the digital control is a continuous function of
time. Table 5.1 summarizes the dynamic characteristics of this aircraft.
The phugoid damping ratio does not satisfy the military specification for
fevel 1 flying qualities requirement. The control system must theretore
also increase the phugoid damping to level 1 requirements.

The n/a term in Table 5.1 is approximately equal to -Z5/g9 and is
defined [(12] as the steady-state, normal acceieration change, per unit
angle of attack (as obtained by an incremental elevator dasflection at

constant speed: true airspeed and Mach number).
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Table 5.1 Cessna 4028 Oynamics During Takeoff

Dynamic Mode Military Ac tusl
Specifications

Short Period:

damping 0.35-1.30 116"

undamped frequency. = 1.0-50 3.66

rad/sec; (n/a= 6.8)

Phugoid:

damping > 0.04 0.02

undamped frequency, unspecitied 015

rad/sec

. - — " > - —— - - D - - . > D -

¢ The actual short period mode values shown ere for an equivalent

second order system since the unaugmented 4028 has two real short
period eigenvaiuas at -2 and -6.6 for the takeoff configuration.
Applicetion of the Military Specifications will require these egquiva-
lent values.

§32 VERTICAL ACCELERATION SYSTEMS Do

§.3.2.1 FEEDBACK TO THE DIRECT LIFT FLAPS

L R
Sl

Figure 53 shows the block diagram of the vertical acceleration to the

direct lift fiap, digital control system. The effect ¢ this system is in

an approximate sense similar to increasing the mass of the aircraft, and
the major effect on the aircraft dynamics can be anticipated on this basis.

The root locus diagram of this system is shown in Figure 5.4.
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Notice that with incressing gain values, the phugoid mode crosses the
imaginary axis. Although the phugoid is unstable, the undamped frequency
decreases. resulting in a very slow divergence in this mode so the pilot
will have more time to correct this deficiency. Howaver, in terms of the
military specifications, this mode will be able to satisty only level 3
flying qualities requirement. The short period equivalent undamped freq-
uency is decreased. This decrease in the equivalent undamped frequency
implias a less rapid response of the augmented aircraft to disturbances in
this particular mode. The effect of the servo on the aircraft dynamics
will become less important as the servo eigenvalue moves towards infinity.

ignoring the phugoid mode stability, the performance of this system is
summarized in Table 52 and Figure 55. With increasing gain values, this
system gives increased reductions in the vertical accelerations, although
the slope of Figure 55 tends to level off at the higher gains. The
increased levels of acceleration reduction are accompanied by an increased
amount of control activity. The control activity, however, does not ievel
off with ir{creased gain values. This means that Gcithough significant
amounts of reduction can be achieved, the penalty in terms of the control
activity will be higher. The control rate activity in this system will be

the restricting factor in the amount of reductions that can be attained in

the vertical accelerations.
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i TABLE 5.2 PERFORMANCE OF THE Az TO DELTA-F SYSTEM
- . Gain RMS accsl. Parcentage Flap Control Activity ;-.;-l:j'
(fe/secc) Reduction Max Rate RMS T
N (deg) (deg/s) (deg) o
N 0.00 3.10 0.0 0.0 0.0 0.0 S
1;{ 0.0 2.75 11.0 3.5 26.0 1.3 L
- 0.02 2.52 18.6 6.4 518 2.3 BSE
" 0.03 2.34 24.3 8.8 83.8 3.1 Lo
. 0.04 2.21 28.6 0.8 119.2 3.8 s
o 0.05 2.1 31.8 12.5 156.7 4.4
. 0.06 2.04 34.0 13.7  194.8 4.8 .
) 0.07 2.00 35.4 4.6 2u9.5 5.3 T
i o
i OPEN LOOP SYSTEM L
o 3.0 . h-Trj
o O NS
- —- s A FEEDBACK CAINS L
: N o .-". -:.
] E 9 a.on —
a0} v o} A .02 N
2 .
> 0 .03
. ux) i q .C4
,5 « ¢ .05 )
.:1-:'.' <o} v .06
[ Q.o o
- I ola
n A L i A i A 1 A I :_.~_"
. 004 2 4 ) ) 10 o
> AMS Flep Deflection (deg) e

FIGURE 5.5 RMS Az Variation With Dirsct Lift Flap RMS Detlection T




Ly

3 '..
e
o,
b
v,
[ IR
v
I
v,

5.3.2.2 FEEDBACK TO THE ELEVATOR

Figure 56 shows the block diagram of the vertical acceleration to
elevator, digital control system. The effect of this system would be to
increase the short period resonant frequency of the aircraft to the freq-
uency range where the gust power spectrum is decaying at the rate of 40
dB/decade. The magnitude of the aircraft response to turbulience will
therefore be reduced.

The root locus diagram of this system is shown in Figure 5.7. With
increasing gain values, the two short period eigenvalues approach @ach
other on the real axis before leaving this axis. As the gain values are
further increased, the undamped frequency of this mode increases, speeding
up the response in the short period mode. The short period demping dec-
reases and will result in increased pitch oscillations in the presence of
disturbances. Eventually the aircraft will become unstable as the eigen-
values cross the imaginary axis. The phugoid mode undamped frequency
decreases as the gain is increased thereby increasing the period of this
oscillation. The phugoid damping decreases and this mode soon becomes
unstable. The servo eigenvalue approaches the finite zero. The close
proximity of this eigenvalue-zero pair together with the now slightly
greater separation of the servo eigenvalue from the origin indicates that
the servo effect on the aircraft dynamics will become less important. The
performance of this systemn is summarized in Table 5.3 and Figure 58. This
system gives a nagligible reduction in the vertica! accelerations. Al-
though not shown, the pitch response to turbulence has alsc increased.

However, the elevator control activity is minimal.
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TABLE 5.3 PERFORMANCE OF THE Az TO DELTA-E SYSTEM

= Gain RS accgl. Percentage Elevator Control Activity
(ft/sec®) Reduction Max Rate RMS
. _ (deg) (deg/s) (deg)
0.000 3.10 0.0 0.0 0.0 0.0
_ 0.001 3.00 3.1 0.36 3.02  0.14
’ 0.002 2.94 5.0 0.72 6.55 0.28
g 0.003 2.91 6.0 1.07 10.54  0.41
- 0.004 2.90 6.2 1.37 14.82 0.5
= 0.005 2.93 5.3 1.60 19.20  0.67
]
OPEN LCOP SYSTEM |
i 3.0 I (] A o < o
< I
- o
oy : FEEDBACK GAINS
' @ 2.0 | O .00i
- 2
._~_ 5 A .002
= o [ © .00 =
:_,, @ N 004 B 1
— RN ¢ .005 o
o 2
" o
: — 1 1 1 % 1 - 1 i R
- 950 .2 .4 .8 .8 1.0 2
L RMS Elevator Deflection (deg) ]
- =
n
L 2
FIGURE 5.8 RAMS AZ Variation with Elevator RMS Daflection R
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5.3.3 ANGLE OF ATTACK SYSTEMS
5.3.3.1 FEEDBACK TO THE DIRECT LIFT FLAPS

Figure 59 shows the block diagram of the angle of attack to the
direct lift flap, digital control system. This system will tend to main-
tain aipha and thus Ci constant following an alpha gust.

The root locus diagram of this system is shown in figure 5.10. With
increasing geain values, the phugoid mode undamped frequency increases
causing a reduction in the period of oscillation associated with this mode.
The phugoid mode damping also increases, satisfying the military specific-
ation on level 1 flying qualities requirement. The short period mode
remains real although it's equivalent undamped frequency decreases. This
decrease in the equivalent undamped frequency will be higher than in the
vertical acceleration to direct lift flap system since the finite zeroes
are now separated at a greater distance from the short period eigenvalues.
The response to disturbancoes will therefore be lass rapid compared to the
vertical acceleration to direct lift flap system. The influence of the
sorvo on the aircraft dynamics will become less important &s the servo
eigenvalue moves to infinity.

The performance of this system is summarized in Table 5.4 and Figure
5.11. With increasing gsin values, this system gives increased reductions
in ths vertical accelerations. However, a limit is soon approached and
any further gain increase degrades the performance of this system, both
in terms of reductions in the vertical accelerations and increases in the

control requirements.

126




¥Jeqpee4 yleny *.o ejBuy Buisn weisAs (0J1u0)
Y 1vanq 1enbig ¢ jo weibeyg »20i8 6'S 3UNDI

¥31N0YINOD W1ID10

<o
a<o

SOIWVNAG [+—] _onus
uvaoniy | ®

e
MNIVLLY 30 JTONY

s30NVEUNLSIG

127




PR I SN T |

(

J23s) o -

66 ©inBiy JO wWeisAs 050D
¥ weng IwBia eyl 105 $n307 100Y 0L'G 3UNOIS

- 9- ot-
) 'l 2 ?l 3¢ A ...

Ao
pojiod
140ys

o)
L

O
4

pot1aad  OAJdS
1J04$ “

SQ*

S0 -

*pa|jubew Jusaq
sey uy6ja0
punoJe [eday

pjobnyd

°0

|9A97] eas e jjoaxe) R

8204 YNSSI)

-n
(sdy) »f

suejd M

P e LS AR [ MR I |

s e et e Y ST S



TABLE 5.4 PERFORMANCE OF THE ALPHA TO DELTA-F SYSTEM

Gain RMS accal. Percentage Flap Controi Activity
(rt/secc) Reduction Max Rate RMS
(deg) (deg/s) (deg)
0.0 3.10 0.0 0.0 0.0 0.0
0.05 2.59 16.5 5.67 36.24 2.26
0.10 2.25 27.4 11.76  70.52 4.15
0.15 2.23 27.9 18.33 102.60 7.50
0.20 2.64 4.7 25.43 132.30 10.50
OPEN LOOP SYSTEM

_ 3.0

| _ o A
P
* A o
1)
220
~

| _".3 FEECBACK GAINS

: x A .10

<10} o .15

)

", N .20

-: ) ] 1 L 1 s L i 1 1

g .0, 2 4 ) 8 10

; AMS Flap Deflection (deg)

:’1 FIGURE 5.11 RMS Az Variation with Oirect Lift Flap RMS Daeflection
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5.3.3.2 FEEDBACK TO THE ELEVATOR

Figure 5.12 shows the block diagram of the angle of attack to elevator
digital control system. The effect of this system would bé to increase the
magnitude of Mg directly and thereby increase the static stability of the
aircraft.

The root locus disgram of this system is shown in Figure 5.13. The
phugoid mode undamped frequency increases as the gain is increased thereby
decreasing the period of this oscillation. The damping, however, decreases
and this mode immediately becomes unstable. The increase in the undamped
frequency will result in 8 more rapid divergence of this mode. The two
short period eigenvalues approach each other on the rea! axis before lea-
ving this exis. As the gein values are further increased, the undamped
frequency of this mode increases. This will cause an increase in speed In
the short period pitch response of the aircraft. The decrease in the
short period damping will cause increased pitch osciliations in the pres-
ence of disturbances. Eventually the aircraft will become unstable &3 the
eigenvalues cross the imaginary axis. The infiuence of the servo on the
aircraft dynamics will become less important as the servo eigenvalue moves
towards infinity.

The performance of this system is summarized in Table 55 and Figure
514. This system gives a negligible reduction in the vertical acceler-
stions. Although not shown, the pitch response to turbulence in both the
short period and phugoid modes has also increased. Oemands on the elevator

activity are, however, emall.
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Gain RMS accsl. Percentage Elevator Control Activity
(ft/secc) Reduction Max Rate RMS
(deg) (deg/s) (deg)
0.000 3.10 0.0 0.0 0.0 0.0
0.004 3.00 3.1 0.42 3.22 0.17
0.008 2.95 3.6 0.86 6.96 0.32
0.012 2.94 4.9 1.30 11.15 0.45
0.016 2.96 4.3 1.68 15.63 0.59
OPEN LO0P SYSTEM
3.0r o A fe) q
o«
x FEEDBACK GAINS
© 2.0 F g .00k
@3
b A .008
At
- o .012
0
z T 016 o
Reorf o
o 1
R
b } :{
..j
) - ) | 1 | .. i 1 A ) § L
0'00.0 . 4 6 e 1.0

.............................

TABLE 5.5 PERFORMANCE OF THE ALPHA TO DELTA-E SYSTEM

............

RMS Elevator Deflection ({(deg)

FIGURE 5.14 RMS Az Variation with Elevator RMS Deflection




534 SELECTION OF THE VERTICAL ACCELERATION CONTROL SYSTEM

A comparison of the four vertical acceleration control systems is
shown in Table 5.6. In all tables to follow, Gain 1 refers to the value of
the gain in the feedback to the elevator, and Gain 2 refers to the value of
the gain in the feedback to the direct lift flaps. The comparison in table
56 is based on the maximum reductions that could be attained in the
vertical accelerations while keeping the control activity within realizable
values. For the direct lift flaps, the control activity should not exceed
maximum and rate velues of 20 deg. (15 deg. for the approach) and 150
deg/sec., respeactively.

Referring to Table 5.6 the vertical acceleration and angle of attack
systems to the elevator can be eliminated from implementation consider-
ations since they provide minimal reductions in the vertical accelerations.
The two direct lift systams give ovarall higher reductions in the vertical
accelerations.

The vertical acceleration to diract lift flap system does much better
than the angle of attack system in terms of higher percentage reductions in
the RMS vertical acceleration vaiues. The RMS flap daflection value in thse
vertical acceleration system is less than the value of the angle of attack
system. Therefore, the drag penalty due to the direct lift flaps will De
much smatller. The maximum flap deflection is also lower in the vertical
acceleration system and the RMS pitch rate value is less.

The wvertical acceleration system has destabilized the phugoid mode
Although the angie of attack system has incressed the phugoid damping, it

is not sufficient enough to satisfy the military specification on level 1
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TABLE 5.6 PERFORMANCE COMPARISON OF THE
VERTICAL ACCELERATION CONTROL SYSTEMS

UNAUGMENTED AIRCRAFT:

Az(ft/s2) Alfa(deg) Q(deg/s) Thet(deg) D-e(deg) D-f(deg)
MAX -8.939 2.394 -1.615 1.123 0.000 0.000
RATE -126.660 33.263 -23.191 -1.580 0.000 0.000
RMS 3.095 0.877 0.614 0.583 0.000 0.000
Z-REAL 2-1MAG W'-REAL W'-IMAG FREQUENCY DAMP ING
0.515923 0.000000 -6.386562 0.000000 6.386562 1.000000
0.809889 0.000000 -2.100803 0.000000 2.100803 1.000000
0.999542 0.015149 ~0.003431 0.151556 0.151594  0.022631
0.999542 -0.015149 -0.003431 -0.151556 0.151594 0.022631
0.367879 0.000000 -9.242343 0.000000 9.242343  1.000000
0.367879 0.000000 -9.242343 0.000000 9.242343 1.000000
VERTICAL ACCELERATION TO DIRECT LIFT FLAP SYSTEM:
CAIN1= 0.000000 GAIN2:= 0.048000
COMPUTATIONAL DELAY TIME = 0.010
Az(ft/s2) Alfa(deg) Q(deg/s) Thet(deg) D-e(deg) D-f(deg)
MAX -6.000 2.1486 -2.111 1.917 0.000 -12.168
RATE -144.776 33.174 8.440 -2.110 0.000 -148.923
RMS 2.128 0.939 0.861 1.066 0.000 4.260
Z-REAL 2-IMAG W'-REAL W'-IMAG FREQUENCY DAMPING
-0.272499 0.000000 -34.982762 0.000000 34.982762 1.000000
0.537116  0.000000 -6.022764 0.000000 6.022764 1.000000
0.822006 0.000000 ~1.953819 0.000000 1.953819 1.000000
1.000257 0.011287 0.003206 0.112837 0.112883 -0.028400
1.000257 -0.011287 0.003206 -0.112837 0.112883 -0.028400
0.367879 0.000000 -9.242343 0.000000 9.242343 1.000000

RMS Az REDUCTION IS 31.2%

VERTICAL ACCELERATION TO ELEVATOR SYSTEM:

GAINIz

0.004000

GAIN2:

0.000000

COMPUTATIONAL DELAY TIME = 0.010

Az(ft/s2) Alfa(deg) Q(deg/s) Thet(deg) D-e(deg) D-f(deg)
MAX -7.502 -2.178 3.827 2.858 -1.373 0.000
RATE -125.605 33.415 21.008 3.825 -14.819 0.000
RMS 2.904 0.828 1.568 1.322 0.538 0.000
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TABLE 5.6 CONTINUED
e Z-REAL Z-1IMAG W'-REAL W'-IMAG FREQUENCY DAMPING
o 0.362529 0.000000 -9.357180 0.000000 9.357180 1.000000
e 0.679508 0.304403 -3.059013 4.179340 5.179232 0.590631
o 0.679508 -0.304403 -3.059013 -4.179340 5.179232 0.590631
i 0.999721 0.010355 -0.002252 0.103572 0.103597 0.021734 -—
o 0.999721 +0.010355 -0.002252 -0.103572 0.103597 0.021734
P 0.367879 0.000000 -9.242343 0.000000 9.242343  1.000000

RMS Az REDUCTION IS 6.2%

ANGLE OF ATTACK TO DIRECT LIFT FLAP SYSTEM:

Ced Lu Ll

REAE PR

GAINi= 0.000900 GAIN2= 0. 140000

COMPUTATIONAL DELAY TIME = 0.010

Az(ft/s2) Alfa(deg) Q(deg/s) Thet(deg) D-e(deg) D-f(deg)
MAX  -5.720 2.552  -2.452 2.430 0.000 -16.979 o
RATE -126.355 33.049 -8.028 -2.451 0.000 96.380 R
RMS 2.200 0.970 1.090 1.260 0.000 6.929 -
Z-REAL Z-TMAG W'-REAL W'-IMAG FREQUENCY DAMPING Lo
0.279710 0.000000 -11.257071 0.000000 11.2570T1 1.000000 w0
0.605531 0.000000 -4.913880 0.000000 4.913880  1.000000 Y
0.837242 0.000000 -1.771769 0.000000 1.771769 1.000C0Q0 —
0.998881 0.022081 -0.008759 0.221032 0.221205 0.039595 —

0.998881 -0.022081 -0.008759 -0.221032 0.221205 0.039595

0.367879 0.000000 -9.242343 0.000000 9.242343 1.000000

ANGLE OF ATTACK TO ELEVATOR SYSTEM:

RMS Az REDUCTION IS 28.9%

S ERCREES

GAIN1= 0.012000 GAIN2:= 0.000000
COMPUTATIONAL DELAY TIME = 0.010
Az(ft/s2) Alfa(deg) Q(deg/s) Thet(deg) D-e(deg) D-f(deg)
MAX -8.184 -2.161 3.562 2.401 -1.300 0.000
RATE -126.008 33.470 16.847 3.562 -11.154 0.000 -
RMS 2.942 0.801 1.435 1. 142 0.457 0.000 {Q
Z-REAL Z-IMAG W'-REAL W'-TMAG FREQUENCY DAMPING E
0.267629 0.000000 -~11.554972 0.000000 11.55U972 1.000000 .
0.704229 0.25uU6U4  -2.958455  3.430433 4.529937 0.653090 .
0.704229 -0.25U6U44  -2.958455 -3.430433 4.529937 0.653090 -
0.999908 0.019590 0.000994 0.195898 0.195900 -0.005074 :
0.999908 -0.019590 0.000994 -0.195898 0.195900 -0.005074
0.367879 0.000000 -9.242343 0.000000 9.2u42343  1.000000

RMS Az REDUCTION IS 4.9%

..........................
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flying qualities requiremant. The equivalent undamped short period freq-
uency of the angle of attack system is now less than the vartical acceler-
ation system.

Based on the above discussion, the angle of attack system
can be considered inferior when compared to the vertical acceleration
system. The angle of attack system has a further serious disadvantage in
terms of the sensor requireaments. The angle of attack sensor [25] senses
an indicated angle of attack becsuse of the disturbances which exist near
the airframe. Consequently, the true angles of attack must be computed from
the indicated angle which requires additional data, usually, the indicated
airspead and mach numbaer, to perform this computation. Also, the charact-
eristics of the alpha-sensors 8re difficult to predict by analysis, so
flight test programs are often requirad to determine a suitable location
for the sensor, to determine the sensor characteristics, etc..

The vertical acceleration to direct lift flap system is clearly the
best overall system in controlling the vertical accelerations. it was
therefore selected for the active ride augmentation. As noted earlier,
this system destabilized the phugoid mode and decreased the equivalent
short period undamped frequency. To correct these deficiences. a second
(outer) loop closure to the elevator was made.

The acceleration system, as noted earlier, will in an approximate
sense increase the mass of the aircraft and thereby artificially increase
the wing loading of the eaircrait. This agrees with past studies [2] where
low wing loading has been considered the primary design characteristic

contributing to poor ride quality.
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5.3.5 EFFECT OF THE SECOND LOOP CLOSURE

To stabilize the aircraft phugoid mode and to increase the equivalent

short period undamped frequency, an attitude hold system., that is, an

I attituds angle to elevator system was required. The attitude hold system .
will tend to hold the pitch attitude constant in the presence of disturb-
: ances since the reference for stabilization is the horizon. ODue to this
rigidity in attitude, the effect on the vertical acceleration reductions of .
the direct lift system will be negligible.

Figure 5.15 shows the block diagram of the multi-loop direct Ilift
- system with digital control. The effect on the aircraft dynamics is illus- »

- trated in the root locus diagram of Figure 5.16.

»

Note that the phugoid mode is rapidly stabilized and the damping
increases considerably to easily satisfy the military specification on
leval 1 flying qualities requirement. Some degradation in the short period
damping, however, results.

The performance of this system is summarized in Teble 5.7. The att-

A - S APATES LN

itude hold system, as expected, has a negligible effact on the vertica!

acceleration reductions. Also, the phugoid mode has been rapidly stabi-

[
1
3

lized while the short period mode is still real. The dema~d on the eiev-

x ator control activity is extremely small. -3
- -4
- -y
. The effect of including the attitude hold system was to satisty the M
~ S
- military specification on level 1 flying qualities requirement. without :,_

adversely affecting the vertical acceleration reductions. Further reduc-
tions in the vertical accelerations, if possible. would therefora be highly

desirable. ___

T T R
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TABLE 5.7 PERFORMANCE OF THE
Az TO DELTA-F AND THETA TO DELTA-E SYSTEM

UNAUGMENTED AIRCRAFT:

Az2(ft/s2) Alfa(deg) Q(deg/s) Thet(deg) D-e(deg) D-f(deg)
MAX -8.939 2.394 -1.615 1.123 0.000 0.000
RATE -126.660 33.263 ~23.191 -1.580 0.000 0.000
RMS 3.095 0.877 0.614 0.583 0.000 0.000

Z-REAL Z-IMAG W'-REAL W'-IMAG FREQUENCY DAMPING
0.515923 0.000000 -6.388562 0.000000 6.386562 1.000000
0.809889 0.000000 -2.100803 0.000000 2.100803 1.000000
0.999542 0.015149  -0.003431 0.151556 0.151594 0.022631
0.999542 -0.015149  -0.003431 -0.151556 0.151594 0.022631
0.367879 0.000000 -9.242343 0.000000 9.2u42343  1.000000
0.367879 0.000000 -9.242343 0.000000 9.242343  1.000000

AFTER DIRECT LIFT CONTROL:
GAINI= 0.000000 GAIN2:= 0.048000

COMPUTATIONAL DELAY TIME = 0.010

Az(ft/s2) Alfa(deg) Q(deg/s) Thet{deg) D-e(deg) D-f(deg)

MAX -6.000 2.u86 -2.111 1.917 0.000 -12.168
RATE -1U4.776 33.174 8.440 -2.110 0.000 -1u8.923
RMS 2.128 0.939 0.861 1.066 0.000 4,260
Z~REAL Z-1MAG W'-REAL W'-IMAG FREQUENCY DAMPING
-0.272499  0.000000 -34.982762 0.000000 34.982762 1.000000
0.537116  0.000000 -6.022764 0.000000 6.022764 1.000000
0.822006 0.000000 -1.953819 0.000000 1.953819 1.000000
1.000257 0.011287 0.003206 0.112837 0.112883 -0.028400
1.000257 -0.011287 0.003206 -0.112837 0.112883 -0.028400
0.367879 0.000000 -9.242343 0.000000 9.2u23u3 1.000000

RMS Az REDUCTION IS 31.2%

WITH ATTITUDE HOLD SYSTEM:
GAIN1= 0.001000 GAINZ: 0.048000

COMPUTATIONAL DELAY TIME = 0.010

Az(ft/s2) Alfa(deg) Q(deg/s) Tnet(deg) D-e(deg) D-f(deg)

MAX -6.103 2.503 -2.039 1.752 -0.100 ~12.253

RATE -144.789 33.169 8.644 -2.038 0.161 -148.358
RMS 2.117 0.914 0.859 0.897 0.051 4,232
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TABLE 5.7 CONTINUED
Z-REAL 2-IMAG W'-REAL W'-IMAG FREQUENCY DAMPING
-0.272514 0.000000 -34.983868 0.000000 34.983868  1.000000
0.584950 0.000000 -5.237390 ©.000000 5.237390  1.000000
0.796198 0.000000 -2.269265 0.000000 2.269265  1.000000
0.998024 0.011667 -0.019067 0.116902 0.118451 0.161218
0.998024 -0.011667 -0.019097 -0.116902 0.118451 0.161218
0.349156 0.000000 -9.68160 (©.000000 9.648160  1.000000
RMS Az REDUCTION IS 31.5%
GAIN1:= 0.002000 GAIN2= 0.048000
COMPUTATIONAL DELAY TIME = 0.010
Az(ft/s2) Alfa(deg) Q(deg/s) Thet(deg) D-e(deg) D-f(deg)
MAX -6.148 2..20 -1.970 1.611 -0.184  -12.335
RATE -144.807 33.158 8.869 -1.970 0.313 -147.914
RMS 2.110 0.902 0.855 0.791 0.090 4.218
Z-REAL 2-IMAG W'-REAL W'-IMAG FREQUENCY DAMPING
-0.272529 0.000000 -34.984972 0.000000 34.984972  1.000000
0.644591 0.000000 -4.322161 0.000000 4.322167  1.000000
0.753496 0.000000 -2.811572 0.000000 2.811572  1.000000
0.335044 0.000000 -9.961555 V.000000 9.961555  1.000000
0.996029 0.011617 -0.039114  0.116627 0.123011  0.317975
0.996029 -0.011617 -0.039114 -~0.116627 0.123011 0.317975
RMS Az REDUCTION IS 31.8%
GAINI:= 0.003000 GAIN2: 0.048000
COMPUTATIONAL DELAY TIME = 0.010
Az(ft/s2) Alfa(deg) Q{deg/s) Thet(deg) D-e(deg) D-f(deg)
MAX -6.152 2.535 -1.952 1.518  -0.260 -12.413
RATE -144.829 33. 141 9.113 -1.951 0.467 -147.576
RMS 2.105 0.895 0.850 0.718 0.122 4,210
Z-REAL 2-1MAG W'-REAL  W'-IMAG FREQUENCY  DAMPING
-0.272543 0.000000 -34.986083 0.000000 34.986083  1.000000
0.706013 0.068753 -3.408458 0.943376 3.536601 0.963767
0.706013 -0.068753 -3.408458 -0.943376 3.536601 0.963767
0.323488 0.000000 -10.223164 0.000000 10.223164  1.000000
0.994255 0.011258 -0.056978 0.113228 0.126756  0.449506
0.99U4255 -0.011258 -0.056978 -0.113228 0.126755 0.449506

RMS Az REDUCTION IS 31.9%




53.6 THE ACTIVE RIDE AUGMENTATION SYSTEM

To further reduce the levels of vertical accelerations, it was decided
to implement a vertical acceleration to elevator control system in conjunc-
tion with the direct lift and attitude hoid control systems. The attitude
hold system would stabilize the phugoid mode and increase its damping to
leve! 1 flying qualities requirements. The short period mode would then
remain real although its equivalent undemped frequency will be slightly
increased. The vertical acceleration to elevator ccntrol system can then
increase the short period mode undamped frequency and at the same time
improve the vertical a- ‘eration reductions of the direct flift system.
Note that the vertic .aleration to elevator system will tend to in-
crease the aircraft's pitch response to turbulence and care should be taken
not to aggravate this situation.

Figure 5.17 shows a block diagram of this multiloop digital control
system. Here, the accelerometer signal to the elevator is first inverted
before been surmmed with the theta signal of the stabilized gyro.

The effect on the aircraft dynamics of this system is illustrated in
the root locus diagram of Figure 518. The phugoid mode is again rapidly
stabilized and the damping is increased considerally. The phugoi¢ mode
undamped frequency decreases slightly. Any desired value of the short
period undamped frequency can also be attained. Dus to the vertical acce-
leration feedback to the elevator, the short period mode eigenvalues leave

the real axis at a greater distance from the origin. Overall, the short

period mode undamped frequency will be higher compared to having an
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attitude hold system only. Consequently, higher values of undamped freque-
ncies will result in the aircraft having a rapid pitch response in the
presence of disturbsnces. Note that the short period damping decreases and
increasing gains will eventually megke the aircraft unstable. The servo
eigenvalues remain real and their effect on the aircraft dynamics will
become less important as they move further away from the origin.

The performance of this system is surmnmarized in Table 5.8. With this
system, increasing gains in the elevator loop, leads to further reductions
in the wvertical accelerations. The elevator control activity is, however,
extreamely small suggesting that excessive elevator control power exists.
Notice that the flap deflection, both in terms of RMS and maximum values,
decreases. increasing gains in the elevator loop leads to a slight in-
crease in the aircraft's short period pitch response in the presence of
turbulence. However, the long terrn piich rosponse decreases as the phugoid
mode damping increases and approaches critical damping.

By vreferring to this table, the design engineer can selact the
comblnation'of gains which will give the maximum reductions in the vertical
accelarations whlile simultaneously satisfying the military specification on
feve! 1 flying qualities requirements. In order to maximize the perform-
ance of this system, the gain value In the feedback to the direct lift
flaps should be chosen to take complete advantage of the available direct

lift flap rate authority. The upper gain value in the feedback to the
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TABLE 5.8 PERFORMANCE OF THE Az TO

DELTA-F AND Az PLUS THETA TO DELTA-E SYSTEM o
UNAUGMENTED AIRCRAFT: T
Az(ft/s2) Alfa(deg) Q(deg/s) Thet(deg) D-e(deg) D-f(deg) -
MAX  -8.939 2.394  -1.615 1.123 0.00C 0.000 r
RATE -126.660  33.263 -23.191  -1.580 0.000 0.000 RO
RMS 3.095 0.877 0.614 0.583 0.000 0.000 ;
Z-REAL Z-1IMAG W'-REAL  W'-IMAG FREQUENCY DAMPING '
0.515923 0.000000 -6.386562 0.000000 6.386562  1.000000 -
0.809889 0.000000 -2.100803 0.000000 2.100803  1.000000 "
0.999542 0.015149 -0.003431 0.151556 0.151594  0.022631 8
0.999542 -0.015149  -0.003431 -0.151556 0.151594  0.022631
0.367879 0.000000 -9.242343  0.000000 9.242343  1.000000
0.367879 0.000000 -9.242343  0.000000 9.242343  1.000000 o
R
AFTER DIRECT LIFT CONTROL: e
GAIN1=  0,000000 GAIN2:  0.048000
COMPUTATIONAL DELAY TIME = 0.010
Az(ft/s2) Alfa{deg) Q(deg/s) Thet(deg) D-e(deg) D-f(deg) —
MAX  -6.000 2.486  -2.11 1.917 0.000 -12.168 -
RATE -144.776  33.174 8.440  -2.110 0.000 -148.923 o
RMS 2.128 0.939 0.861 1.066 0.000 4,260 o
Z-REAL 2-1MAG W'-REAL  W'-IMAG FREQUENCY  DAMPING RS
-0.272499  0.000000 -34.982762 0.000000 34.982762  1.000000
0.537116  0.000000 -6.022764 0.000000 6.022764  1.000000
0.822006 0.000000 -1.953819 0.000000 1.953819  1.000000
1.000257 0.011287  0.003206 0.112837 0.112883 -0.028L00
1.000257 -0.011287  0.003206 -0.112837 0.112883 -0.028400
0.367879 0.000000 -9.242343  0.000000 9.242343  1.000000
RMS Az REDUCTION IS 31.2%
ADDING ELEVATOR CONTROL:
GAIN1=  0.002000 GAIN2:  0.048000 i:;;;

COMPUTATIONAL DELAY TIME = C.010

Az(ft/s2) Alfa(deg) Q(deg/s) Thet(deg) D-e(deg) D-f(deg) e
MAX  -5.869 2.331 -2.673 2.021  -0.604 -11.492 Sl
RATE -141.322  33.286 14.305  -2.673  -6.370 -146.359 o
RMS 2.062 0.862 1.148 0.995 0.195

4,014 L.




TABLE 5.8 CONTINUED

........................
...........................

N Z-REAL Z-IMAG W'-REAL  W'-IMAG FREQUENCY DAMPING
- -0.222026 0.000000 -31.415610 0.00000C 31.415610  1.000000
0.680294 0.125096 -3.6TU145  1.762521 4.075024 0.901625
B 0.680294 ~0.125096 -3.67H145 -1.762521 4.075024 0.901625
3 0.996909 0.010344  -0.030417 0.103758 0.108124 0.281319
0.996909 -0.010344  -0.030417 -0.103758 0.108124 0.281319
0.334385 0.000000 -9.976345 0.000000 9.976345  1.000000
RMS Az REDUCTION IS 33.4%
]
GAIN1=  0.004000 GAIN2:  0.04B000
. COMPUTATIONAL DELAY TIME = 0.010
= Az(ft/s2) Alfa(deg) Q(deg/s) Thet(deg) D-e(deg) D-f(deg)
. MAX  -5.502 2.21 3.446 2.192  -1.093 -10.995
= RATE -137.826  33.262  21.496 3.U45  -13.294  147.385
. RMS 2.023 0.811 1.399 0.982 0.368 3.851
:: Z-REAL 2-IMAG W'-REAL  W'-IMAG FREQUENCY DAMPING
- -0.169644  0.000000 -28.172128 0.000000 28.172128  1.000000
"] 0.673837 0.226194 -3.468613 3.1T1428 4.699918 0.738016
0.673837 -0.226194 -3.468613 -3.171428 4.699918 0.738016
] 0.310056  0.000000 -10.533041 0.000000 10.533041  1.000000
“ 0.995214  0.009296 -0.047544  0.093406 0.104810 0.453617
- 0.995214 -0.009296 -0.047544 -0.093406 0.104810 0.453617
' RMS Az REDUCTION IS 34.6%
. CAIN1=  0.006000 GAIN2:  0.048000
_ COMPUTATIONAL DELAY TIME = 0.010
) Az(ft/s2) Alfa(deg) Q(deg/s) Thet(deg) D-e(deg) D-f(deg)
= MAX  -5.283 2.115 3.965 2.316  -1.406 -10.619
w RATE -133.997  33.153  29.067 3.968 -20.309 147.576
W3 RMS 2.015 .781 1.646 0.980 0.536 3.784
* 2-REAL Z-1MAG W'-REAL  W'-IMAG FREQUENCY DAMPING
). -0.115052  0.000000 -25.200388 0.000000 25.200388  1.000000
. 0.664398  0.296304 -3.294446  U4.146985 5.296306 0.622027
0.664398 -0.296304 -3.294446 -4.146985 5.296306 0.622027
~ 0.288085 0.000000 -11.053861 0.000000 11.053861  1.000000
o 0.994217 0.008429 -0.057640 0.084783 0.102521 0.562231
> 0.994217 -0.008429 -0.057640 -0.084783 0.102521 0.562231
).

RMS Az REDUCTION IS 35.0%
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elevator is then limited to prevent violation of the level 1 flying qual-
ities requirement in the aircraft short period undamped frequency, and to
keep the aircraft short period pitch response to turbulence within reason-
able limits.

Based on these considerations, the gain vaiues were selected as Kp, =
0.048, arid K_pz+g = 0.004 resulting in 8 35% reduction in the RMS vertical
accelerations.

Although the augmented alrcraft short period and phugoid modes un-
damped frequencies and damping now satisfy the military specification for
level 1 flving qualities, the pilot will still have difficulty in maneuve-
ring the aircraft due to interference from the RQAS. This interference
from the RQAS will arise when the pilot. by commanding the elevator, intro~
4duces accelerations in the aircraft response. The direct lift control
system will try to counteract these accelerations, causing tha pilot to
exert a considerable amount of effort in an attempt to accomplish the
desired maneuver. Some type Of control augmentation will, therefore, have
to be added to allow maneuvering of the aircraft, as if the automatic
controls had not been introduced

Figure 5.19 illustrates the performance of this system on the vert-
ical acceteration reductions. An examination of the PSD and Time History
plots shows that aithough the automatic controls have reduced the number of
high amplitude, low frequency peaks, the number of low amplitude, high
frequency peaks has increased. Therefora, although the effect of the
automatic controls has in an approximate sense artificially increased the

wing loading, there is a difference. An inherent increase in the wing
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loading wiil reduce the number of low amplitude and also the high frequency
peaks [7].

However, an examination of the PSD plot shows that this increase in
the acceleration content in the upper frequency range (5-10 rad/sec) is
relatively small.  Also, since motion sickness occurs in the middle freq-
uency range (0.6-6 rad/sec), the effact of the low amplitude, high frequen-
Cy peaks on the passenger ride comfort will be small. Notice that the
active control system has reduced the acceleration content in the moticn
sickness frequency range (0.6~6 rad/sec), and ailso at the phugoid freq-

uency.
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54 DESIGNS FOR THE OTHER FLIGHT CONDITIONS

Five flight conditions were selected to represent a cross section cf
the flight envelope. These inciuded the takeoff configuration, as well as
two climb, one cruise, and one approach configurations. Again, emphasis
was placed on the takeoff, climb and approach phases of flight, because
that is where ths turbulence is worst, and because regional aircraft typi-
cally spend a relatively high percentage of their operating time there.

These five flight conditions are summarized in Table 5.9.

Table 5.9 Cessna 4028 Flight Conditions

Configuration Altitude(ft) TAS(kts/fps) Flaps(deg)
Takeoff Sea ievel 109/184 0

Ctimb Sea level 1257211 0

Climb 5000 134/227 0

Cruise 20000 212/358 0
Approach Sea level 95/160 30

The designs for the remaining four other flight conditions were gener-
ated using root locus techniques as before. The vertical acceleration to
direct lift flap system was first designed to give the maximum reductions
ir. the wvertical accelerations. The attitude hold and the vertical accele-
ration to elevator systems were then included to satisfy the military
specifications on level 1 flying qualities requiraments and to provide

furthaer reductions in the vertical accelerations. in the approach to
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landing the maximum flap deflection was limited to + 15 degrees since the
tanding flaps are required to be down 30 degrees in this flight phase.

Tables E.6 through E.10. Appendix E. summarize the performance of the
direct lift control system for the five flight conditions. The point
designs for the other flight conditions have very similar characteristics
compared to the takeoff flight condition. For both of the climb configur-
ations, the flap rate restriction sets the limit on further verticai accel-
aration reductions. This is, however, not the case with the cruise config-
uration. In the approsch to landing configuration, both the maximum
allowed flap deflection and aiso the flap rate restriction limit further
reductions in the vertical accelerations.

The time history simulations are summarized in table 5.10. This

table includes the following designs:

1. The open loop system response.
2. The nominal design with:
Ts = 0.10 sec
Td = 0.01 sec
Servo Bandwidth = 10 rad/sec
3. The prototype design, which is the design realizable with

the hardware and software that is the prototype controller.

4. The continuous system design, which assumes an analog

controlier.




TABLE 5.10 DIGITAL SIMULATION CLASSICAL DESIGN TIME HISTORY SUMMARY T

VERTICAL ACCELERATION FLAP DEFLECTIONS
PEAK RMS PEAK MAX RATE RMS S
(fps2) % Decr (fps2) % Decr (deg) (deg/sec) (deg) N
Takeoff @ SL S
OPEN LOOP 8.94 3.10
NOMINAL 5.45 39.09 2.01 35.16 11.10 151.48 3.89 e
PROTOTYPE 6.13 31.Us5 2.25 27.42 11.86 146.94 4,12
CONTINUOQUS 4.49 49.80 1.44 53.55 13.29 149,40 4.90
Climb @ SL IR
OPEN LOOP 9.66 3.72 .
NOMINAL 7.80 19.26 2.41 35.26 10.70 150.15 3.84 :
PROTOTYPE 7.66 20.70 2.68 27.96 10.97 153.00 4.04 S
CONTINUOUS 5.38 44.30 1.89 U9.22 11.10 154.20 .42 o
Climb @ 5000 ft S
OPEN LOOP 8.53 2.75 .
NOMINAL 5.78 32.24 1.70 38.21 10.88 151.50 3.47 -
PROTOTYPE 5.98 29.89 1.95 29.09 9.49 125.80 3.30
CONTINUOUS 4,00 53.08 1.18 57.12 10.42 151.60 4.33
Cruise @ 20000 ft
OPEN LOOP 4.33 1.50
NOMINAL 4.15 .11 1.01 32.75% 3.83 94.95 1.31
PROTOTYPE 3.37 22.15 1.19 20.67 3.37 55.05 1.16 :;}ﬁ
CONTINUOUS 1.U6 66,40 .48 68.25 5.35 119.16 1.87 T
Approach @ SL Y
OPEN LOOP 8.92 3.03 -
NOMINAL 6.32 29.10 2.17 28.35 15.10 144,00 5.61 R
PROTOTYPE 6.52 26.91 2.36 22.11 13.89 153.10 5.34
CONTINUOUS 5.29 40.62 1.89 37.82 14.92 134.20 5.79
NOMINAL: Ts = .1 sec —
Td = .01 sec o
Servo BW = 10 rad/sec
PROTOTYPE: Ts = .1 sec
Td = .06 sec

Servo BW = 10 rad/sec ; :.




As for the optimal designs, the continuous system designs are included
for comparison. In any case, the continuous system performance represents
the levels of vertical accelerstions reductions that are realizable for
digital systems with extremely fast hardware and software. After the
completion of the prototype controiler, the prototype designs were gener-
ated for comparison to the hybrid and NASA simulations.

The performance improvements for the takeoff, climb, and cruise confi-
gurations Qre very similar, achieving sbout 33 to 38% reductions for the
nominal design. The reduction for the approach condition is slightly less
being 28%. It is apparent from this table that performance improves as the
computational delay time decreases, and this performance improvement is
more for flight conditions involving high dynamic pressures.

The point designs for four out of the five flight conditions have very
similar eigenvalue characteristics. From Table 5.11, it is seen that all
but the cruise condition have short period damping greater than 0.707, the
critical damping value. The phugoid damping has been increased to the
range between .29 to 45 and satisfies the military specification on level
1 flying qualities requirement for this mode. The short pericd undamped

frequencies are within the range 4.2 to 5.5 rad/sec, while the phugoid

undamped frequencies are decreased to between .06 to .15 rad/sec.




TABLE 5.11 EIGENVALUE SUMMARY S
TAKEOFF CONFIGURATION

W'-REAL W'-IMAG FREQUENCY DAMPING -
-28.172128 0.000000 28.172128 1.000000 =
-3.468613 3.171428 4.699918 0.738016 .
-3.468613 -3.171428 4.699918 0.738016 -
-10.533041 0.000000 10.533041 1.000000 '
-0.0475u4 0.093406 0.104810 0.453617
-0.0UT544 -0.093406 0.104810 0.453617
CLIMB (Sea Level) CONFIGURATION
W'-REAL W'-IMAC FREQUENCY DAMPING
-32.515527 0.000000 32.515527 1.000000
-3.866086 2.637414 4 ,68002° 0.826084
-3.86€089 -2.637414 4.680021 0.826084
-10.209328 0.000000 10.209328 1.000000
-0.036907 0.09444Y 0.101399 0.363973
-0.036907 -0.09U44Y 0.101399 0.363979 -
CL.IMB (5000 ft) CONFIGURATION
W'-REAL W'-IMAG FREQUENCY DAMPING
-50.523805 0.000000 50.523805 1.000000
-3.579260 2.984481 4.660282 0.758035
-3.579260 -2.984481 u,660282 0.758035
-10.161213 9.000000 10.161213 1.000000
-0.0315u0 0.084234 0.089952 0.350857
-0.031560 -0.084234 0.089952 0.350857
CRUISE CONFIGURATION -
W'-REAL W'-IMAC FREQUENCY DAMPING
-62.156293 0.000000 62.1562655 1.002600
-3.383870 4.392395 5.544701 0.610289
-3.383870 -4.392395 5.544701 0.610289 -
-9.987553 0.000000 9.987553 1.000000 -
-0.026398 0.056025 0.061933 0.426235 '
-0.026398 -0.056025 0.061933 0.426235
APPROACH CONFIGURATIUN
W'-REAL W'-1MAG FREQUENCY DAMPING
-17.534502 0. 000000 17.534502 1.000000
-3.177245 2.701898 4.170748 0.761793
-3.177245 -2.701R98 4,170 48 0.761793
-0.0436% 0.142395 148 jus 0.293285
-0.0436%2 0. 142395 LITE ¢.%93285
-9. 748201 0.000000 T8¢ 1 00020 -




55 PARAMETER STUDIES

The parameters examined for impact on the active ride augmentation
system performance included: the sample time (Ts), the computationai delay _;
time (Td); the servo barndwidth (BW), and the elevator and flap controi ‘H‘
power. The performance measure used for the parameter study evaluation
was the RMS vertical acceleration. Each parameter was varied over the
selected range while holding ali the other parameters constant. For each :-j
parameter variation, the gains were adjusted to give the maximum reductions
in the RMS vertical accelerations.

551 SAMPLE TIME

The purpose of the sample time investigation was tc determine the
performance improvements gained by reducing the sample time from the 0.1
_wcond used as the nominal. The sample times investigated were 0.1, 0.08,
0.06, 00% and 002 seconds. Figure 5.20 illustrates the effect of
varyi~g the sample time on the vertical acceleration reductions for the
takeoff configurstion. The plots for the other flight conditions are
presented as Figures E.26 through E.30 in Appendix E. As the sample time
is reduced, the digital contro! system performance approaches that of the

continuous control system.

Cleerly, lower sampie times improve the system performance. There
will, however, ba a limit in the minimum vaiue of the sample time that can
selected. This value will depend on the speed of the (igital corntroller,
and the smount of other digital processing required, il additions! auto-

piiot and stability augmaentation system functions are Iater included
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55.2 COMPUTATIONAL DELAY TIME

The purpose of the computational delay time study was to investigate
how sensitive the system performance would be if the delay time was in-
creased from the nominal value of 0.01 second. If the performance is not
degraded by 8 significant amount, it mey be advantageous to use slower
hardware and software. The advantages would then be lower hardware and
software development costs. The computational delay times investigated
were 0.01, 0.02, 0.04, 0.06, 0.08, and 0.1 seconds.

An examination of the root locus plot for the takeoff configuration
with a full sample time delay (Td=0.isec.=Ts) shows that the aircraft
dynamics are not significantly changed near the origin (see Figure 521 and
compare with Figure 5.18). The full sample time delay introduces two fast
eigenvalues at -20 on the real axis. One fast eigenvalue Is associated
with each of the two loop closures. With the vertical acceleration to
direct lift flap feedback both the short period and phugoid modes behave
in the same manner as before, that is, without any computational time
delays. However, for the same values of the gain Kag, the undamped froq-
uencies of these two modes is now very slightly reduced. Although not
shown, tha servo and the fast eiganvalues ere first real and approach each
other befora leaving the real axis. With incressing gain vailues the damp-
ing of thase two eigenvalues «ill decrease and their undamped frequencioes
will increase. If care is nnt tekan, this interaction betwsen the fast

eiger value and the servn eigenvaive will lead to a very rapid destabitiz-
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ation of the aircraft. The effect of the second loop closure cn the short
period and phugoid modes is also virtually unchanged. However, this second

loop closure introduces another fast eigenvalue and & servo eigenvalue in

the system. With increasing gains. these two newiy introduced eigenvalues
remain real and are sufficiently separated from the aircraft dynamic modes
t0 not cause any significant interferences in the alircraft response to
disturbances. The previous intaraction of the servo and the fast eigen-
values due to the direct lift tlap loop closure will now move away from the '_-_.‘,-_'.
imaginary axis. increasing gain values will increase the separation of T
this eigenvelue from the aircraft dynamic mode eigenvalues, resulting in

less and less interfarence with the aircraft dynamic response to disturb-

ances. However, as before, significant gain increases in the feedback to

the elevator will now cause the aircraft to become unstable as the short
period mode eigenvalues cross the imaginary axis.

Figure 5.22 illustrates the effect of increasing the computational

delay time on the vertical acceleration reductions for the takeoff config-
uration. The effect is very similar on the other flight configurations, as
shown in Figuras E.31 through E£.35 in Appendix E Clearly low delay times
. will be required for improved system performance. This, again requires

faster hardware and software.
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553 SERVO BANDWIDTH

s The purpose of this study was to determine if higher bsndwidth servos
§: signiticantly improve the RQAS performance. An increase in the servo

l bandwidth wususlly results in an exponential increase in the servo cost. -
1 The servo bandwidths investigated were 5, 10, 20, 30, and 50 rad/sec. The

sample time and delay time were 0.1 and 001 seconds. respectively.
I Looking at the root locus plot with the nominal value of 10 rad/sec (figure

§.18), it is evident that opting for higher bandwidth servos will not

; signiticantly affect the aircraft dynamic response to disturbances as the

- servo eigenvalues have already become well separated from the aircraft '

':' dynamic mcde eigenvalues due to the gain increases. Higher bandwidth _
servos will increase this saparation and significant performance improve-
. ment cannot, therefore, be really expected. Figure 5.23 shows the effect !

'I: of the servo bandwidth on the vertical scceleration reductions on the
takeoff configuration. Again the effect is very similar for all the flight

configurations, as shown in Figures E.36 through E.40. As expected. not

much performance improvement could be gained with higher bandwidth servos.
Only for the approach flight condition, where the flap control power is f:'..-',j'.
vary low. does increased servo bandwidth improve the performance.

Given the choice, it is much better to opt for faster bhardware and

software, than for a higher bandwidth servo. Faster sampling and reduced N
! delay times significantly improve the system performance for all of the _‘
flight conditions. Also the associated costs will be lower for faster

computers than for high bandwidth servos. N
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§55.4 ELEVATOR AND FLAP CONTROL POWER

In this study, the effect of reducing the elevator control power and
the eifect of increasing the flap contio! power were investigated.

The reason for fooking at the system with reduced elevator power was
to see it only a small portion of the elevator could be used for the active
ride augmentation function. Mechanizing the ride augmentation system with
a dedicated sepdrate surface control elevator would have saveral advan-
tages. One of the primary ones would be the lack of feedback to the
control column of the RQAS commands, as is inherent in the reversible
control system autopilots used on regional aircraft. Also, separate sur-
face control would permit a reduction in reliability and redundancy requir-
ements, and the later addition of other advanced SAS and autopilot func-
tions.

The reason for doubling the flap power was tO see if an increase in
the flap control power would significantly improve the system performance.
The Cessna 402B at present has split landing flaps which will have to be
redesigned to allow both up and down deflections for the active ride augme-
ntation function. Examining the effect of increased flap control power
will determine whether it is really beneficial to spend the extra time,
effort, and money to develop highly efficient direct lift flaps.

Both control power studies are simplitied by the fact that the system
is linear. This means that if the control power is doubled and the corres-

ponding gains are halved, then the control activity will be halved while

165




L5 70

' PR
'-‘."-' AR

-
(XN ]

v Or
-‘l‘

R .
> %] P
o N

.
.

v Ve b
"l.‘ |-l‘ .

T AL e Ak d T

4

giving the same performance. Consider a dynamic system described in state

space form as

; = Ax + Bu (5.8)

u = Kx (5.9

On substituting equation 5.8 into 5.7 gives
X = Ax + BKx (5.10)

It is clearly evident that if the control power, as decribed by 8, is
doubled, then, for the same system response, the gains 8s describad by K
will have to be halved. The control activity will subsequently be halved
while the systeam response remains the same.

in the design of the active ride augmentation system, it was observed
that the elevator activity was extremely smaill. From Tables E.6 through
E.10, it is seen that the takeoff configuration demands the most elevator
activity. In this configuration, the elevator maximum, RMS, and rate
values are 1.09 deg, 037 deg. and 13.29 deg/sec, respectively. If the
elevator control power is reduced by 20%, then the elevator control acti-
vity will increase by 500% and the resulting meximum, RMS, and rate values
will be 545 deg, 19 deg, and 66.45 deg/sec, respectivaly. Note that
these values area for the takeoff configuration and for all other flight
conditions they will be far smaliler. It is, therefore, entirely reasonable
to implement an active ride augmentation system with only a small dedicated

portion of the existing elevator.
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Doubling the flap control power will, in a similar manner, reduce the
flap control activity by half while still giving the ssme vertical accele-
ration reductions. Table 5.12 summarizes the effect of attempting even
further reductions in the vertical accelerations with this increased con-
trol power. As with the bandwidth Iavestigation, only the approach flight
condition shows that an increase in flap control power vields any
significant improvement in RQAS performance.

Although the increased flap control power has most benefited the
approach to landing configuration, an attempt must be made to ensure that
increased flap power is made available in the redesign of the direct lift
flaps. Then, in other flight conditions, this increased flap power can be
used to reduce the amount of flap control activity and thereby reduce the
servo rate and displacement requirements. In the approach configuration,
the increased flap power can be used to provide further vertical acceler—
stion reductions. This must be done since the approach to landing is the
most important flight phase in terms of the passenger’s mean reaction to
the total trip [2). This is because a memory decay occur$ such that &
passenger's overall reaction to the flight is a strocnger function of the

later portions of the flight than at the beginning.
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5.12 PERFORMANCE IMPROVEMENTS WITH TWICE THE DIRECT LIFT FLAP

CONTROL POWER

Flight Condition RMS Vertical Acceleration Reductions
Standard Flap Double Flap
Control Power Control Power

Takeoff at Sea Level 35% 39%

Climb at 500 ft 35% 38%

Climb at 5000 ft 38% 39%

Cruise at 20000 ft 331 33%

Approach at Sea Level 28% 37%
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56 CLASSICAL DESIGN SUMMARY

With the nominal values of Ts=0.1 sec. Td=0.01 sec., BW=10 rad/sec
and half direct lift flap control power (model A) as defined in the optimal
designs, the system performance as measured by the percentage vertcal
acceleration reductions is 33-38% for the takeoff, climb and cruise config-
urations, and 28% for the spproach configuration. The low flap control
power caused by the 30 degree trim deflection of the flap in the spproach
configuration demands a higrar direct lift flap control sactivity and a
limit is soon reached in terms of the maximum allowed flap deflecticn of 15
degrees. From all of the flight conditions analyzed, the approach to
landing flight condition demands the most direct lift flap control activity
with 15.1 degrees of maximum deflection and 56 degrees of RMS detlection.
The takeoff configuration demands the most elevator control activity with
maximum, RMS and rate values of 1.09 deg, 0.37 deg, and 13.29 deg/sec,
respectively. In terms of the continuous system performance the vertical
accelgration reductions are 50-58% for the takeoff and climb configura-~
tions, 8% for the cruise configuration, and 38% for the approach configur-
ation. Again, the maximum allowed direct lift flap deflection restricts
even greater percentage reductions to be realized in the approach to
landing configuration.

All of these designs are based on turbulence levels having a probabi~
lity of exceedance of 0.01. It a goal of satisfying at least 85% of the
passengers at this level of turbulence is set. only the nominal designs for
the cruise and the S000 fit climb meet this criteria [2). However for the

takeoff and the 500 ft climb, a sample time of 0.04-006 sec. and a compu-
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tational delay time of 0.01 sec. is roquired if the servo bandwidth is to
remain at 10 rad/sec. The approach configuration requires a still lower
sample time of 0.02 sec., with the present flap control power. In the
redesign of the direct lift flaps, if the present flap effectiveness can be
deubled then the nominal sample time of 0.1 sec. will suffice. If the flap
effectiveness couid be increased by only 50% then a sample time of 0.04-
0.06 sec. will be sufficient it the flap effectiveness cannot be in-
creased then a servo bandwidth of 20 rad/sec will be required to keep the
sample time in the ranys 0.04-0.06 sec.

it should be noted that trying to satisfy more than 85% of the passen-
gers shouid not be attempted, because it becomes increasingly difficult to
satisfy even morg passengers. Even if the vertical accelerations could be
reduced to zero. 6% of the passengers will still not be satisfied with the
ride. Consequently, increasing the percent of passengers satisfied crite-
ria will lead to an over desig. of the active ride augmentation system.

Table 5.13 summarizas the gain requiregments for the nominal designs.
it is evident that gain scheduling will be required for the different

flight conditions.
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TABLE 5.13  GAIN REQUIREMENTS

Takeoff at Sea Level Gain 1 = 0.0040 Gain 2 = 0.0480

Climb at 500 ft CGain 1 = 0.0022 Gain 2 = 0.0385

Climb at 5000 ft Gain 1 = 0.0024 Gain 2 = 0.0500

Cruise at 20000 ft Gain 1 = 0.0017 Gain 2 = 0.0350

0.0020 Gain 2 = 0.0585

Approach at Sea Level Gain 1

i YOTE: Gain 1 is the feedback gain to the elevator
GCain 2 is the feedback gain to the direct 1lift flaps
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6. ADDITIONAL SYSTEM TEST AND VALIDATION

The digital time and frequency domain analyses done as an integral
part of the ICAD program provided the foundation for the evaluation of the
differeant RQAS designs’ performance. This digital simulation modeled as
closely as possible the analog system and the analog-digital interfaces.
However, the digitai simulation using the perturbation equations represen-
ted a discrete rather than a sampled data system. Furthermore, the digital
simulation could not provide evaiuation of the RQAS dasigns for piloted
flight, either for flight between the <trim points or for handling quality
evaluations about the trim points. To correct these deficiencies, two
additional simulations were done to validate the RQAS design performance.

These two additional simulations were a hybrid simulation at the KU-
FRL, and a moving base simulation at NASA LaRC. The hybrid simulation was
done to provide a development testbed for the prototype digital controlier,
and to more realistically test the RQAS designs as actual sampled data
systems. The final step in the validation process was a full 6 DOF, non-
linear, moving base simulation done on the NASA LaRC C-402B real-time
systam (RTS) (26]. The first objective of this simulation was to test the
3 DOF linesr RQAS designs on the full 6 DOF, nonlinear, full variable
(rather than perturbation) model, and the second was to perform “pilot in
the 1oop” handling quality evaluations.

This chapter is divided into three parts. The first part is a discus~
sion of the prototype digitat contioller The second part describes the
hybrid simulation and the results of that effort, and the final section

describes the NASA simulstion and rasults of that effort.
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6.1 PROTOTYPE CONTROLLER e

The discussion of the prototype controller is divided into three
parts. The first part provides a description of the microcomputer which =
formed the basis for the prototype. The second part discusses the inter-
face between the analog aircraft system and the digital controller, and the
final part briefly describes the control law implementation on the micro-

- -

computer. .
6.1.1 MICROCOMPUTER T

The microprocessor for the prototype controller was a standard Zenith
Z-100, s general purpose business/education/research/home microcomputer.
This microcomputer was not a dedicated, speciaily designed digital control
system, but rather an off the sheif modei which also served as a8 smart
terminal for operating the ICAD program, a program development and data
analysis tool, and a word processor. The fact that a general purpose
microcomputer was used for the prototype controller had a direct bearing on
the computaticnal deley and sample times. A dedicated, specially designed
digital controller could be expected to be at least an order of magnitude
faster than this unit. However, one of the reasons for building a proto-
tvpe controller was to demonstrate the economic and technical feasibility

of digital control systems for application to general aviation aircraft.

Tha successful implementation of the digital control Iaws on this standard ~.. =
desktop microcomputer, which cost less than $1700. certainiy demonstrates

both the desired technical and economic feasibility.
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612 SYSTEM ANALOG-DIGITAL AND DIGITAL-ANALOG INTERFACES

The hardware components of the prototype controller, other than the

microcomputer itself, are the analog-to-digital (ADC) and digital-to-analog

(DAC) converters. One of the primary raasons for selecting the Z-100 . i
microcomputer was the fact that it uses a standard S-100 internal commun- ": ::,1
ication buss. The S$-100 buss is an {EEE specified standard communication :
interface for microcomputers. Selecting a computer with this industry . .. :
standard buss provided a wide choice of off the shelf ADC/DAC interfaces at
a fraction of the cost of specially designed and built converters. Speacif-
ically, the combined ADC/DAC board used in the prototype controller cost ;‘M:
$455, as compared to $500-700 each for separate ADC and DAC interfaces B
priced for the Pro-Log STD Buss, a more specialized research and industry -
buss. Thus, the entire hardware cost for the prototype controller was i':_:

under $2200, a feasible investment even for general aviation use.

Even at this relatively low cost, the technical specitications of the

ADC/DAC board far exceed any possible requiraments that could derive from a
RQAS application. The ADC can sample at a nominal 50KHz rate, while the
DAC has a nominal dynamic refresh rate of 250KHz. These rates are both
well over an order of magnitude higher than could ever be used on a RQAS »
application, e.9. a sample rate of 100 Hz (¥s = 001 seconds) for 20
variables would require only 200C samples per second. The resolution for
both the ADC and OAC is 12 bits, which translates into .0146 degrees over a
dynamic range of -30 to +30 degrees. This is much higher resolution than
would be needed for RQAS applications, and indeed exceeds the accuracy of

most available sensors. This detailed technical information is offered as
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further proof of the technical and economic feasibility of digital RQAS for

general aviation applications.

6.1.3 CONTROL ALGORITHM IMPLEMENTATION

The software development of the control algorithm was done in a high
level language, specifically Z-BASIC, rather than in assembly language.
The use of BASIC in programming the control laws greatly shortened ths
develonment and testing time, and further reduced the difficulty and cost
of the digital controller implementation. Howsever, Basic does have the
disadvantage of providing slower program execution.

Following checkout of the program, the control algorithm was compiled
to speed up the program execution and reduce the Td. The prototype did a
single pass through the control law in 0.06 seconds, so that is the value
of Td used for the digital prototype designs The commands were sent to
the aircraft model as soon as they were calculated, i.e. without adding to
the delay time as was described in Chapter 4. This implementaion was
chosen because the results of the Td parameter study indicated that smaller
Td's provided better performance. Further reductions in the Td could be
made bv reprogramming the control aigorithm in a more efficiant language,
such as Fortran, or ultimately in assembly language. Still further reduc-
tions in delay time could be achieved by hardware additions to the Z-100,
or by switching to a dedicated. faster microcomputer. All of these steps,
to reduce Td and improve the RQAS performance, could be done easily and at

relatively low cost.
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.’ 6.2 HYBRID SIMULATION
The two purposes for doing 8 hybrid simulation were to provide a

f_f-. testbed for the development of the prototype digital controller, and to

. test the RQAS point designs as realistically as possible, ie with an
analog system and a digital controller. A flow chart of the hybrid simula-
tion is shown in Figure 6.1. This simulation consisted of the analog ele-

B ments -- the aircraft, the servos, snd the Dryden gust field -- programmed ..4

on an EAl TR-48 analog computer; and the digital RQAS provided by the '1

prototype controller. Appendix C provides a detailed discussion of real- 7

.‘"" time analcg simulation and the analog computer, and the prototype digital r—-]

controller was described in the previous section. Therefore only a brief —1

summary of the equations, characteristics, and assumptions concerning the

1
analog simulation is presented in subsection 6.2.1.  Subsection 6.22 —
ey

provides a description of the test procedure and equipment, and the final
2

subsection describes the results, and compares the results from the digital

and the hybrid simulations.

- 6.2.1 ANALOG SIMULATION :
y The equations used for the analog simulation ware the same linear, NS
§ small perturbation equations used in the digital simulation. Howevaer, -

solving them as ditferential equations rather than as difference equations
removed any possible distortions due to corretstions between model and gust

field integration step sizes., sample times, delay times, etc. As in the

digital simulation, no sensor dynamics, noise, or bias were included in
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the analog modei. The aircraft and servo states were directly available
from the analog computer as deterministic perturbation variablas. Becauss
the RQAS designs have been formulated as regulators based on the given trim
conditions, the perturbation states read from the analog computar were the
error values wused directly in the control computations. This faature
simplitied the implementation of the control laws, but also limited the
scope of the simulation to testing at only the five specific flight condi-
tions.

The first task on the hybrid simulator, following verification of the
mode!, was to implement and checkout the digital controller. The capab-
ility to very easily time scale the analog computer paid a special dividend
for this task. As mentioned earlier, the control algorithm was developed
in BASIC, normally an interpretive language. An interpreted program is
much siower than a compiled version, and the prototype controller was not
fast enough to keep up with the 10 Hz sampling rate when the algorithm was
fun in the interpreter mode. Howaever, by slowing the analog time down by a8
tactor ot 10, the control algorithm could be tasted in the interpretive
mode. A powerful festure of an interpretive language is the ability to
check program flow and variable values at any time during the execution ot
the program. This feature was especially useful during the code develop-
ment phase for the control of and communication with the ADC’s and DAC's.
After the control algorithm development and checkout was completed., the
BASIC program was compiled into machine code to incre2se the speed of
execution, and the analog simulation was returned to operation in real time

for the actual design evaluation tests.




The next task was the test and evaluation of the RQAS designs imple-
mented on the prototype controller for the five flight conditions. Each
- flight condition was treated as a ssparate simulation because the use of
- perturbetion equations precluded moving very far awsy from each trim condi-
tion. In addition, the stability derivatives, in the form of state and

control matrix elements, waere sufficiently different to require resetting

the analog computar tor each tiight condition. No piloted flight was
attempted, both because of the use of perturbation squations and because of < ﬂ
a lack of any realistic way of putting commards into the system and of

visualizing the resultant aircraft movements. All of the hybrid simulation

was done prior to the discovery of the flap control power discrepancy, SO f"."f“‘ﬁ
only Mode! A designs were tested on the hybrid simutator, and pecause of j?:i'f:-ﬁj
the contro! law implementation on the prototype controller, only the de- T

.--&'-q

signs with Td =0.06 seconds weare tested. SO
6.2.2 TEST AND EVALUATION PROCEDURE

The hybrid tests were intended to as closely parallel the digital

simulations as possible so that direct comparisons could be made bstween
the two simulations. The first step in the normeal procedure was to collect
responsa data on the unaugmented aircraft performance in both the time and
frequency domains. Then the prototype controller was turned on and a set
of time history and PSD data were collected for the augmented system. The
data collection and evaluation procedures for the time and frequency

domains are presentad separately in the next two subsections.
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6.2.2.1 TIME HISTORY DATA COLLECTION AND EVALUATION

The duration of the sampte for the time history analysis for the hybrid
simulation was 50 seconds, as compared to 10 seconds on the digital simula-
tion. The danger of using too short a time period for performance evalua-
tion is that excitation of the phugoid might be overiooked. A gust dura-
tion of only 10 seconds had been used with confidence in the digital
simulation for three reasons:

1) These disturbance time histories were generated to tight
tolerancas for average and RMS values to insure use of a repre-
sentative portion of a statistical Dryden gust field.

2) Only a single gust tield was used for escn flight condition
so that the unsugmented and augmented systems were excited by a
common disturbance. Their performances were thus directly com-
parable.

3) The reductions calculated for the time history were substan-
tiated by the PSD reductions.

However, the gust disturbances for the analog simulation were gener-
ated from continuous white noise and the disturbances could not bz checked
for statistical properties prior to the sample. Furthermore, these gust
time histories were not reproducible. For these two reasons, the analysis
period was extended to insure that the low fraquency data (around the
phugoid fraquency range) were included in the time history enalysis. To
further insure that the low frequency content was not neglected in the time
history analysis, the results of sevaral time histories were averaged.

Another change between the digital and hybrid time history evaluations

was the data collection sample rate. The data samples were collected at

only 10 Hz for the hybrid simulation as comparad to 100 Hz for the digital
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tima history simulation. However, based on the low frequency range of
concern -- ) 10 2 Hz for the hybrid simulation -- the 10 Hz rate i3 more
than adequata. The numerical data analysis was p~rformed using the same
subroutines used in the ICAD program for the digital analysis, to further
insure comparability.

in addition to recording the quantitative data for later analysis,
immaeadiate time plots for qualitative review were available on the Fast
Fourier Transform (FFT) analyzer described in the next section. A sample
of the CRT display, showing time history data for both an unsugmented and

sugmented system, is shown as Figure 6.2.

FIGURE 6.2 SAMPLE TIME HISTORY PLOT FROM THE FFT ANALYZER

Unaugmented Augmented

10.0 10.D ase  SIC
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6.2.2.2 FREQUENCY DOMAIN DATA COLLECTION AND EVALUATION

The frequency domain analysis was done in real time on a Nicolat
Scientitic Corporation Model 660B Dusl Channel FFT Analyzer. The availa-
bility of this equipment was an unplanned but very baneficial circumstance
for this research project. This equipment was bought for another NASA
research project at the KU-FRL examining noise reduction methods in general
aviation gircraft. This FFT analyzer couid display both instantansous and
averaged PSDs, in addition to Bode plots, and the time history data already
mentionad. These data weare available for real time viewing on the built-in
CRT, and in hardcopy form on an X-Y plotter. This FFT analyzer also
performed the calculation of the RMS value so that the entire frequency
domain anslysis was done in real time.

The PSD plots generated for tha hybrid simulation are the sverage of
15 separate 200 second PSD samplas teken and calculated by the FFT gnaly-
zer described sbove. The sample rate of the FFT for PSDs is a function of
the frequency range specified (0 to 2 H2), and was in this case 5.12 Hz.
This odd sampling frequency is a result of the FFT internal data collection
and analysis characteristics. The purpose in mantioning the sample rates
is to point out the cifference between the time and frequency domain sample
rates on the hybrid simulation. These sample rates will also lster be
compared to the time and frequency domain sample rates used on the NASA

simulation.




623 HYBRID SIMULATION RESULTS

The results of the hybrid simulation for the prototype designs are
- first presented for the time domain and then for the frequency domain. '
. These results are then compared to each other, and then to the rasuits from *—4
the digital simulation. J
. o
I 6.2.3.1 TIME HISTORY RESULTS L]
Time history summaries of the prototype controllar's performance are ::f‘i‘}
presented in Table 6.1 for the optimal design and in Table 6.2 for the 4
b ciassical design. The summaries for the hybrid simulation are presented in :j
the same format as the digital simulstion summeries in chapters 4 and 5. 5
Only the prototype design, the design constrained by the actual computa-
a tional delay time of the prototype controller, was tested on the hybrid. :
All of the hybrid simulations were done with the original C-4028 i
E:::: model, Model A. However, based on the similarity of the Model A and B RQAS ,
designs in the optimal RQAS digital simulations, the use of the Model A :

designs for the hybrid simulation shouldn't distort the general resuits at
all. The Model A and B results of the digital simulations indicated that
the frequency distribution and the RMS acceleration reductions were aimost ..,...‘

identical for the ditferent control powers, and that the only change was in

the control surface activity. The assumption is therefore made that the
same characteristics would apply to the Model A and B RQAS designs on the R

hybrid simulator.
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' TABLE 6.1 HYBRID SIMULATION OPTIMAL DESIGN TIME SUMMARY

(MODEL A)
VERTICAL ACCELERATION FLAP DEFLECTIONS
) PEARK RMS PEAK MAX RATE RMS
] (fps2) % Decr (fps2) % Decr (deg) (deg/sec) (deg)
Takeoff @ SL

OPEN LOOP 8.79 3.50

PROTOTYPE 4.76 Uu5.87 2.36 32.47 9.17 69.90 3.88
= Climb @ SL

OPEN LCOP 8.73 3.65

PROTOTYPE 5.22 40.18 2.46 32.60 10.89 90.00 4.47

. Climb € 5000 ft
N OPEN LOOP 6.03
2

PROTOTYPE 56.49 1.59 39.13 6.27 39.84 2.62

oo
~

Cruise @ 20000 ft

OPEN LOOP 3.19 1.43

PROTOTYPE 1.57 50.78 .95 33.66 2.39 22.u8 1.07
Approach 8 SL RN
OPEN LOOP 7.85 3.23 AR
PROTOTYPE 4.68 40.39 2.41 25.39 17.03 77.51 7.30 3{2{:
i . T
Biatesr
PROTOTYPE: Ts = .1 sec e
Td = .06 sec !553
Servo BW = 10 rad/sec T

T e
L]

+

A
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' TABLE 6.2 HYBRID SIMULATION CLASSICAL DESIGN TIME HISTORY SUMMARY L
(MODEL A) .
e VERTICAL ACCELERATIONS FLAP DEFLECTIONS
v PEAK RMS PEAK MAX RATE RMS
(fps2) % Decr (fps2) % Decr (deg) (deg/sec) (deg) R
Takeoff @ SL :
- PROTOTYPE 4.22 51.99  2.26 35.43 9.07 93.99  4.47
b Climb @ SL -
: OPEN LOOP 8.73 3.65 o
= PROTOTYPE 4.26 51.20 2.56 29.86 7.05 118.87  3.62 .
.
e Climb € 5000 ft
- OPEN LOOP 6.03 2.61 —
P»— PROTOTYPE 3.09 U48.74  1.67 136.06 5.17 41.81  2.38 .
= Cruise @ 20000 ft i
= OPEN LOOP 3.19 1.43
PROTOTYPE 1.51 52.66 .95 33.57 1.44  17.64 .78 gy
oy Approach @ SL :::_
- OPEN LOOP 17.85 3.23 Bty
PROTOTYPE 4.91 37.46  2.40 25.70 12,28 T76.03 6.76 =
PROTOTYPE: Ts = .1 sec
Td = .06 sec N

Servo BW 10 rad/sec




The data in Tables 6.1 and 6.2 show that the RQAS designs for the five
flight conditions all produced significant reductions in RMS acceleration,
ranging from 25% in the approach condition to 39% in the climb et S000 ft
condition. The peak and RMS flap rates are well below the maximum limits
(20 degrees and 150 deg/sec. respectively) established in the design phase,
except for the approach condition, where the maximum deflection is 17
degrees. The large peak and high RMS flap activity for the approach
condition is again attributed to the low fiap control power for this trim
condition. For this simulation, the reductions in the peak accelerations,
ranging from 40 to 56%, were significantly iarger than the reductions in
the RMS, which ranged from 25 to 398%. The difference in the reductions in
the peak and the RMS accelerations could have & significant effect on the
passengers’ opinion of the ride improvement which may not be fully accoun-

ted for when considering only the RMS reductions.

6.2.3.2 FREQUENCY DOMAIN RESULTS

The Dryden spectrum from the analog simulation for the takeoff flight
condition is shown in Figure 6.3, and it compares extremely well to the
theoratical spectrum aiso plotted. The PSD plots for the optimal and
classical RQAS designs for the takeoff configuration are presented in
Figure 6.4. The PSD glots for all five flight conditions ara shown in
Figures E.41 through E.45. The optimal designs are shown as part A and the
classical designs are part B. Both optimal and classical RQAS designs show
a significant reduction in the accelaeration in the PSD plots for all the

flight conditions. The frequency range from 0.1 to 1.0 Hz (0628 to 6.28
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FIGURE 6.4 Hybrid Simuistion PSD - Takeoff Configuration (Model A)




rad/sec) is of particuler interest because this range is normally associ-
ated with motion sickness. Both the optimal and classical designs show a
reduction over this range for all of the flight conditions. The slight
increase in the accelerations above the motion sickness range. referred to
8s a “cobblestone ride” effect, is again evident in these PSD plots, as it
was in the digital PSD plots.
~

6.2.4 PERFORMANCE COMPARISONS

Two different comparisons of the data will be presented. First the
the time history response will ba compared to the frequency domain. The
purpose of this comparison is to further substantiate the use of time his-
tory data for evaluation of performeance to random disturbances. The second
comparison will examine the rasults from the two different types of simula-
tions. The purpose of this comparison is to validate the performance
predicted on the digital evaluation with a more realistic mixture of con-

tinuous and digital components.

6.2.4.1 TIME AND FREQUENCY RESPONSE COMPARISON

Summaries of the time and frequency domain results from the hybrid
simulstions are presented in Tables 6.3 and 6.4 for the optimal and class-
ical designs, respectively. The magnitudes of the time history and fre-
quency response RMS accelerations for both the basic and augmented aircraft
agree very well. The time and frequency comparisons for the hybrid simula-
tion are better cofrelated than for the digital simulation for two reasons.

First, the digital t:me history simulation was of 10 seconds, while the
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. TABLE 6.3 HYBRID SIMULATION OPTIMAL DESIGN
TIME HISTORY-vs-FREQUENCY RESPONSE COMPARISON
(MODEL A)
o Time History Analysis Freq Response
. RMS RMS
e (fps2) % Decr (fps2) % Decr
Takeoff @ SL
OPEN LQOP 3.50 3.64
PROTOTYPE 2.36 32.47 2.46 32.42
n Climb @ SL
. OPEN LOOP 3.65 3.72
PROTOTYPE 2.46 32.60 2.42 34.95
. Ciimb @ 5000 ft ]
~ OPEN LOOP 2.61 2.67 .
PROTOTYPE 1.59 39.13 1.51 43.45 ) N
Cruise € 20000 ft s
a8 OPEN LOOP 1.43 1.33 ]
' PROTOTYPE .95 33.66 .86 35.34 -
Approach @ SL
'}f_ OPEN LOOP 3.23 3.13 S
. PROTOTYPE 2.1 25.39 2.27 27.48 —
PROTOTYPE: Ts = .1 sec
» T™d = .06 sec -,'.-‘1
- Servo BW = 10 rad/sec .
| e
5
190
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TABLE 6.4 HYBRID SIMULATION CLASSICAL DESIGN
TIME HISTORY~-vs-FREQUENCY RESPONSE COMPARISON

(MODEL A)
TIME HISTORY FREQUENCY RESPONSE
RMS RMS
(fps2) % Decr (fps2) % Decr
Takeoff @ SL
OPEN LOOP 3.50 3.64
PROTOTYPE 2.26 35.43 2.22 39.01
Climb @ SL
QPEN LOOP 3.65 3.72
PROTOTYPE 2.56 29.86 2.36 36.64
Climb @ 5000 ft
OPEN LOOP 2.61 2.67
PROTOTYPE 1.67 36.06 1.58 40.82
'| Cruise @ 20000 ft
OPEN LOOP 1.43 1.33
PROTOTYPE .95  33.57 .89 32.58
: Approach @ SL
l OPEN LOOP 3.23% 3.13
PROTOTYPE 2.40 25.70 2.23 28.75
PROTOTYPE: Ts = .1 sec
~ Td = .06 sec
- Servo B¥ = 10 rad/3sec
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hybrid simulation was 50 saconds long. Even though there was limited low
frequency acceleration in the sugmented aircraft PSDs, a longer sample will
more accurately include whatever low frequency accelerations are thers.
Second, the digital analysis compared the RMS acceleration from a randomly
excited time history to the RMS value calculated from an analytic PSO,
while the hybrid anslysis compared experimental time history and PSO
resuits. The comparison of experimental-to-analytic data vrould not be

expected to be as well correlated as two sets of experimental data.

6.24.2 DIGITAL TO HYBRID COMPARISON

Only the time history data for the digital snd hybrid simulations are
directly comparabie, because the analytic method used for calculating the
PSD in the digital evaluation phase did not permit evaluation of designs
with a Td which was not an integral part of the sample period. However,
the general shapes ot the PSD plots from both simulations compared wall,
especielly when considering that the digital plots are analytic and the FFT
plots are experimental. The differonces are that the sharp peak at the
phugoid frequency and the deep valley between the phugoid and short period
frequencies for the Dbasic aircraft are less pronounced in the experimental
plot. The augmented systam PSD plots for both simulations show the same
general performance, i.e. an overall reduction of acceleration acrcss the

entire frequency range, except for the “cobblastone ride” effect cited

previously.

Table 6.5 shows a comparison of the time history data for the two

simulations. The basic sircraft responses in the two simulations are very
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TABLE 6.5 DIGITAL-VS-HYBRID OPTIMAL DESIGN COMPARISON

(MODEL A)
DIGITAL SIMULATION HYBRID SIMULATION
VERTICAL ACCELERATION VERTICAL ACCELERATION
PEAK RMS PEAK RMS
(fps2) % Decr (fps2) % Decr (fps2) % Decr (fps2) % Decr
Takeoff & SL
OPEN LOOP 8.94 3.10 8.79 3.50

PROTOTYPE 6.39 28.52 2.26 26.98 4.76 45.87 2.36 32.47

Climb € SL
OPEN LOOP 9.66 3.72 8.73 3.65
PROTOTYPE 8.18 15.31 2.74 26.30 5.22 U40.18 2.46 32.60

Climb @ 5000 ft
OPEN LOOP 8.69 2.73 . 6
PROTOTYPE 7.34 15.58 1.97 27.715% 2.62 56.49 99 39.13

Cruise & 20000 ft
OPEN LOOP 4.33 1.50 3.19 1.43
PROTOTYPE 3.35 °2.75 1.19 20.45 1.57 50.78 .95 33.66

Approach @ SL
OPEN LOOP B8.92 3.03 7.85 3.23
PROTOTYPE 6.91 22.54 2.38 21.53 4.68 U40.39 2.41 25.39

PROTOTYPE: Ts = .1 sec
Td = .06 sec
Servo BW = 10 rad/sec
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similar. The only consistent ditference between the open loop simulations
was that the peak accelerations are typically higher in the digital simula-
tion than in the hybrid simulation. The difference in the maximum values
recorded may partially be due to the fower sample rate used for data
recarding for the hybrid simulation. The slower sampling rate may have
missed some of the maximum values because they occured between samples.

The one consistent difference in the RQOAS performance in the two
time history simulations is that the performance of the RQAS was better in
the hybrid simulation for every flight condition. This performance im-
provement ranged from 4 to 13 % more reduction of the RMS accelaration on
the hybrid than on the digital simulation. The performance improvemaent is
even more significant when the reductions of peak accelerations are com-

pared. The peak reductions on the digital simulation ranged only from 15

to 28%. while on the hybrid the comparable reductions were from 40 to 56%.
: Part of this difference may be attribute; to the slower sample rate on the
hybrid, as was maentionaed in the open loop discussion, but that can only
account for a small part of the difference. It is possible that the differ-

ence in pesk values and the reduction in peak values may in some way be due

to the difference between modeling the system in a discrete and in a

L T

continuous manner. However this could not be substantiated.
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6.3 NASA MOVING BASE SIMULAT!ON

The twd objectives of this tinal phase of simulation were to test the
longitudinal RQAS designs on a full § DOF, nonlinear mudel, and to perform
initial handling qualities evaluations on a piloted simulation. The RQAS
function was provided by the KU-FRL prototype controller used for the
hybrid simulation. The equipment that made up the NASA simulation system
is shown in Figure 65. The Cessna 4028 is simulated on the NASA CDC
mainframe computer for real time digitali integration of the equations of
motion (EOM). However, the state and control variables are passed between
the CDC and the prototype controller as analog signals. All time history
and frequency domain data were coliected and analyzed on the NASA computer
and transfered to the KU Harris 500 computer for additional analysis. The
first subsection is a brief description of the NASA LaRC C-4028 moving base
simulator, and the second subsection dascribes the test and evatuation
procedure. The third and fourth subsections present the results of the

automatic mode, and the piloted simulaticns, raspectively.

6.3.1 NASA CESSNA 402B SIMULATOR

The linear perturbation modeis used to generate the RQAS point designs
were derived from this 6 DOF, nonlinear simulation. This simulation model
was developed from aerodynamic data adjusted from full scale wind tunnel
data on 3 similar configuration, a Cessna 310, using analytical and empir-
ical techniques. Lift and drag estimates were adjusted based on flight
test data. The model nonlinearity stems from the variation of the sta-

bility derivatives as a function of flight condiuons.
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The simulations of the aircraft, servos, and Dryden gust field were

done on the NASA Real-Time System (RTS) digital computer at an iteration

rate of 32 Hz. The total state variable EOM, rather than the perturbation
equations, are used on the RTS simulation model. Howaver, the perturbation x
states were generated for the RQAS by the RTS computer by subtracting the
trim values from the total, so the perturbation states were passed to the
prototype controller. ADCs and DACs are part of the RTS to make all inputs _
and outputs anslog signals, !ncluding those signals between the CDC and Z-
100 digital computers. The analog-digital and digital-analog conversions

were done by the digital computers on each and of the communication chan- ,

nels to most closely emulate a continuous aircraft-digital controller

sampled data system.

b 632 TEST AND EVALUATION PROCEDURES T

-

8 ~’.

1 Two ditferent sets of tests were done on the NASA simulator. The ::-'.:j
first set was the unpiloted, or automatic mode, RQAS design performance _,_
evaluations. These tests were intended to parallel as closely as possible ,‘—
both the digital and hybrid simulations, and were done for optimal RQAS

designs for all five flight conditions. Thece tests are discussed in the '.-.

Automatic Mode Simulation section. The second type of test was a piloted
simulation, which was done to provide date on the handling qualities of the
augmented aircraft. The test and evaluation procedures for the piloted
simulations were very different than for any of the other simulations, and

are described in section 6.3.2.2.
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6.3.2.1 AUTOMATIC MODE SIMULATIONS

The purpose of this set of tests was to validate the performance of
longitudinal mode RQAS, which had been designed based on linear 3 DOF
modeis, on a full 6 DOF, nonlinear simulation model, using the prototype
controller to provide the ride augmentation. The procedures for these
tests and evaluations were very similar to those used for the hybrid simu-
iation. The mair difference was that the data collection and evaluation
sample rate for both the time history and frequency domain data was 32 Hz,
and sample duration was 128 seconds.

When the first tests were run, the im-al Model A RQAS designs
produced little or no reduction in the RMS acceleration, except n the
approach contiguration. The cause of this lack of pertormance wu:3 diag-
nosed to be a difference in the control power between Model A, for which
the RQAS designs had been made, and the NASA simutation model. The NASA
model had more control power than the RQAS design models, 80 the prototype
controller commanded too much control deflection for the simulation. The
result was an over-controi situation which produced little or no reduction
in RMS values.

At the time of the NASA simulation, the reason that the NASA
linearization program had provided the incorrect control powers was not
kncwn, so hand calculated estimates of the proper controi power were made,
and new optimal designs wera created. These designs, because they were
based on estimates, are called the approximate full power (Model C)
designs. Only dats for these Mode!l C designs sre presented for the NASA

simulations. The Mndel B modified matrices were derived by the MASA lin-
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earization program after the NASA simulation effort had been ce-rnpleted.2

The real significance of the above occurrence is not that there was a
discrepancy between the model used for design and the model used for simu-
lation, or that this difference was uncovered. The real significence is
that upon disccvery of a major model error, the model could be redefined,
new designs made, and the ocbjectives of the simulation program could still
be met, because of the ceapabilities built into the ICAD program. The
discovery and disgnosis of the problem was done during the first 3 days of
a S5 day period alloted to this project on the C-4028 simulator. The
redesigns of the optimal RQASs were done by telephone access to the ICAD
program from the NASA LaRC simulation facility. The Z-100, which had been
taken to NASA LaRC to use as the prototype controlier, was used as s remote
terminal. Evaiustions of ail tive optimal RQAS designs tor Model C were
completed, and a limited amount of piloted simulation was stil accom-
plished in the remaining two days. The ability to quickly provide rede-
signs for the controller enabled us to achieve the objectives and salvage
this simulation program. This type of design flexibility and response

could be aven more critical in a flight test program.

2. The difference in the control powers was traced to the fact that the
original linear models (Model A) had been derived prior to the simulator
program change which provided symmetric flap control power for both + and -
deflections. The linearization program resquires + and - control deflec~
tions about the trim point for control power calculations. All but the
approach flight condition had a trimmed flap setting of 0 degrees. Since
deflaction was limited to + deflections, when - flap movements weaere input
by the linearization program, the actual deflection was 2ero degrees. The
control power derived for Model A was thus one halt of what it should have
been with the symmetric flap. Only the approach configuration, because the
trimmed flap deflection was 30 degrees rather than zero, had the proper
flap control powaer.
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6.3.2.2 PILOTED SIMULATIONS

The approach used on the piloted simulations was pretty much the same
as would be used for any handling quality evaluation. The pilot for these
simulations was Perry Deal, 8 veteran test pilot from the NASA LaRC Ftight
Oparations Branch. The test pilot first performed an evaluation of the
basic aircraft using his own preselected series of maneuvers, first without
the atmosgheric turbulence and then with. The pilot then repeated this two
step evaluation with the RQAS on. No time histories or frequency response
data were colleted. The data presented are the pilot commaents and ratings

based on the Cooper-Harpaer reting scale.

6.3.3 AUTOMATIC MODE SIMULATION RESULTS

Bacause of the discrepancy in the flap contro! gower cited previously,
only the optimal RQAS designs could be modified in time to perform the
simulation tests. Therefore, only datz for the optimai RQAS designs are
included in this chapter, using Model A designs for the approach condition
and Model C designs for the other four flight conditions. The approach
flap contro! power was correct for the original model (Model A) and so that
design was used for this flight condition. The estimated (Model C) fiap
power for the lift turned out to be low by 5-10%, and the pitching moment
was low by 50%, when compared to the final Mode! B values. The time
history results will be presented first, followed by the frequency response
results. Finally, the time and frequency dsta from the NASA simulation
will be compared, and then the resulits from all three simulations will be

compared.
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6.3.3.1 TIME HISTORY RESULTS

Table 6.6 is a time history summary, for the apprcach flight condi-
tion, similar to those presented for the previous simulations. The accel-

eration raductions shown are lower than projected by the digital simulation

. P PR e e e e

in the ICAD program for the four flight conditions using Model C designs,
the takeoff, two climb, and the cruise configurations. The Model C feed-
’ back gains were celculated based on less control power than the simulstor
: actually had, resulting in excessive control movements. The data from the
Model C designs provide an example of the parformance degradation caused by
: the control power discrepancies, and emphasize the need to provide the
designer with an accurate model of the aircraft. The open loop data from

the NASA simulations are not affected by the error in the flap control

' power, and are directly comparable to the linear simulations.
fs'-j 6.3.3.2 FREQUENCY RESPONSE RESULTS
. Dus to the limited time left to do the simulations after the Model C

designs wera completed. only five samples were taken to average for the

RQAS performance evaluations. This low number of samples resulted in more

U data scatter than in the hybrid PSD plots. To make the plots more readable
and to show the performance differences between the basic and augmented
aircraft, a8 smoothing routine was applied to the original data. Figure
it 6.6.A is the PSD plot generated from the S samples, and Figure 66.B is
::;il the same piot after a smoothing routine has been applied.
" The smoothed PSD plots for all five flight conditions are shown as \
_I: Figures E.46 through E.5C in Appendix E. There is a fundamental ditference ~___‘
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TABLE 6.6 NASA SIMULATION OPTIMAL DESIGN TIME HISTORY SUMMARY

(MODZL C)

VERTICAL ACCELERATION
PEAK RMS
(fps2) % Decr (fps2) % Decr
Takeoff @ SL
OPEN LOOP 11.27 3.00
PROTOTYPE 8.718 22.07 2.64 11,96

Climb @ SL
QPEN LOOP 12.32 3.54
PROTOTYPE 9.57 22.34 3.01 15.04

Climb € 5000 ft
OPEN LOOP 6.85 2.03
PROTOTYPE 5.50 19.80 1.57 22.M

Cruise €& 20000 ft
OPEN LOOP 3.51 .97
PROTOTYPE 2.85 18.85 .91 6.51

Approach @ SL (Model A)
OPEN LOOP 12.48 3.55
PROTOTYPE 10.77 13.72 2.82 20.57

PROTOTYPE: Ts = .1 sec
Td = .06 sec
Servo BW = 10 rad/sec

FLAP DEFLECTIONS
PEAK MAX RATE RMS
(deg) (deg/sec) (deg)

9.91 u48.49 2.86

8.37 46.81 2.18

6.99 29.78 2.01

1.55 10.3 2

1.4 99.91 4.13

...........
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5' in the unaugmented aircraft data that will be discussed in the next sec-
:32 tion. The same reduction across the frequency range from 0.01 to 1.0 Hz is
evident; however, the increase in the upper frequency range is larger and

. more pronounced.

6.3.3.3 PERFORMANCE COMPARISONS

The first comparison i$ again made between the time history and fre- .

quency response data for the NASA simulation. The second, and final,

comparison made is between all three types of simulation. The purpose of ','_'«-j;'{}
) this comparison is to validate the use of the digital simulation in the .
v ICAD program for predicting performance trends rather than having to e

b

perform all three types of simulations for future designs.

6.3.33.1 TIME AND FREQUENCY DOMAIN COMPARISONS

The time and PSD performance evaluations, Table 6.7, again yield

comparative results, as expected. The NASA date exhibit the |east varia-
tion between the time and frequency data for any of the three simulations.
The relationship between the digital and hybrid simulations was explainaed
before. The variation between the time and frequency data for the hybrid
is greater than for the NASA simulation due to sampling diffarences. The

hybrid comparison used time and frequency data based on different sample

rates, while the NASA analysis procedures used the same data for both the ——
time and PSD analyses. Thus, the variations between the time and frequency
domain are justified by the types of data compared. and by the sample rates

used to collect that data.
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| TABLE 6.7 NASA SIMULATION OPTIMAL DESIGN
TIME HISTORY-vs-FREQUENCY RESPONSE COMPARISON

(MODEL C)
| T::E HISTORY FREQUENCY RESPONSE -—1
RMS RMS o
(fps2) % Decr (fps2) % Decr
Takeoff @ SL
OPEN LOOP 3.00 3.06
I PROTOTYPE 2.64 11.96 2.66 13.13 a
Climb @ SL
OPEN LOOP 3.54 3.64
PROTOTYPE 3.01 15.04 3.03 16.80
3 Climb @ 5000 ft o
OPEN LOOP 2.03 2.09
PROTOTYPE 1.57 22.71 1.57 24.95
i Cruise @ 20000 ft
PROTOTYPE .91 6.51 .91  6.87
- Approach @ SL (Model A)
| OPEN LOOP 3.55 3.53 -
: PROTOTYPE 2.82 20.57 2.78 21.69 :
- PROTOTYPE:  Ts = .1 sec R
Td = .06 sec

Servo BW = 10 rad/sec
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6.3.3.3.2 DIGITAL - HYBRID - NASA COMPARISON

A comparison of the open loop, and prototype ROAS performances for the
three different simulstions is presented in Table 6.8. The NASA open loop
RMS accelerations are signiticantly lower than the hybrid and digital
values for all but the approach condition. The tower RMS values for the
nonlinear simulation are attributed to the difference shown in Figure 6.7.
The hybrid (and the digital which is not shown herg) PSD approaches a 40
dB/dec asymtote at frequencies above 1.0 Hz (Figure 6.7A), but the non-
linear NASA PSD does not (Figure €.78). For the four flight conditions in
which the RMS acceleration for the NASA model is less than the hybrid, the
difference appears to be that the acceleration in the region from 1 rad/sec
to the 40 dB/dec asymtote is less for the nonlinear model. The plot
begins decreasing earlier at a flatter slope, and so includes less
acceleration in the range between 1 to 10 rad/sec.

The approach condition is the one condition which kas a higher RMS
acceleration value in the NASA PSD than in the hybrid. An examination of
the two PSDs leads to the conclusion that the extra acceleration in the
NASA PSD is concentrated in the phugoid range. The phugoid peak for the
nonlinear model is 20 times larger than the peak in the linear models. The
existence of a phugoid peak of this magnitude i$ not typical of an aircraft
configured with flaps and gear down. No explanation of this high concen-
tration of acceleration at this low frequency could be generated.

A comparison of the RQAS performance for the three simulations is more
difficult, because the only common denominator is the approach condition.

Aithough all the flight conditions are included in the table, the only
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compasarison will be made for the approach condition. Because the Model C
designs performed almost identically to the Model A and B designs in the
digital simulation, the conclusions drawn for the approach cohdition will
be assumed to be indicative of the performance for all different designs.

For the approach condition, although there is a fairly large variation
in the open loop RMS valuec there is reasonably good agreement in the
percentage reduction in au three simulations. The hybrid simulation shows
the most reduction, especially in the peak values. The difference in the
absolute RMS acceleration shown in this case is likely due to the open 100p
difference discussed above. The relative comparabilitly between the percent
reductions is a good indication that performance evaluations in the ICAD

program provide good approximations on the relative performance of the RQAS

to the opern loop aircraft, even if the absolute values do not agree.
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6.3.4 PILOTED SIMULATION RESULTS

Due to the time spant diagnosing the problem and getting the prototype
controller to function on the NASA simulator, the ramaining time was
sufficient for only a bare minimum of piloted simulation. A handling
qualities evaluation was done for the approach condition and a very limited
evaluation was done for the climb/cruise condition at 5000 ft.

The condition at 5000 ft is called a climb/cruise because of the way
the aircraft was flown during the piloted simulation. Although the air-
craft was set up for trim in a climb attitude, the evaluation was flown
sbout a 5000 ft cruise condition. The level turns, climbing and descending
turns, etc. were s8ll flown from a cruise at 5000 ft in order to keep fairly
close to the trim condition. Flight could not be permitted to deviate from
the trim too far, because there was no provision in the contro! algorithm
to periodically update the trim condition during flight.

The approach is the most demanding flight configuration, based on
pilot workload, and is the only condition for which a proper RQOAS design
was available. The 5000 ft climb/cruise condition was the other configura-
tion tested because its RQAS performance most closely approached the
performance predicted by the digital and hybrid simulations. The results
of these evaluations are summarized here, first for the approach and then
for the climb/cruise configuration, with the tast pilot's Cooper~Harper
rating as the quentitative evaluation. The control feel evaluation para-
meters and the the basic maneuvers flown for the handling quality evalua-

tions are shown in Table 6.9.
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ﬂ TABLE (.9 CONTROL FEEL PARAMETERS AND HANDLING QUALITY MANEUVERS

e
- o
.- Pl
CONTROL FEEL PARAMETERS EVALUATED i

Stick Force

i
B

. Breakout Force

2

3. Damping :;Lﬁ
4. Sensitivity

5

. GCradient

HANDLING QUALITY MANUEVERS FLOWN FOR EVALUATION

I. 30 degree Bunk Turn
Steady Climb - Full Throttle

. Steady Descents

2
3
4. Climbing Turns
5. Descending Turns
6

. Steady Trimmed Flight

-------------------------------
...........................
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. 6.3.4.1 APPRDACH CONFIGURATION

_.'l” An extensive handling quelity evaluation was carried out for the

unaugmented aircraft in the approach configuration with the turbulence off.
! ' This evaluation included & complete control feel svaluation as well as a
Cooper-Harper rating. The result of the contro! feel test was that all
controis had satisfactory characteristics and accurately reflected the C-

_E. 4028, except for the rudder pedals. The rudder padal breakout force waes

too light and the sensitivity toc high to properly represent the real
aircraft. Some of the comments pertinent to the Coopur-Harper evaluation
were that the spiral moce was almost neutral, and that thera were deficien- -

cies in the directicnal axis in both the Outch Roli mode and tha rudder '_-.'.f.n

contro! characteristics. The ovarall Cooper-Marper rating was 2%:.

The next step was to evsluste the basic alrcraft in turbulence. Tne j
principle comrments for this simulation mode were thar both the dutch roli ﬁ
and tne phugoid were significantly aggravated by the turbulence. Accurate -:.,
control and maintanance of trimmed flight was much more difficult. Because :1

of excassive dutch roll and phugoid excitation and the resulting difficulty
in holding trim, an overall Cooper-Harper rating of 4 was given (0 the
basic aircraft in turbulence.

The third atep was a8 control feel and handiing queality check of the

RQAS system with ro turbulence. The stick force and gradient for longitu-

"

dinal control increased, as expected, because the pilot now had to “fight
the RQAS to move away from trimmed fhight. The results of the handling
quelities maneuvers showed that the phugoid damping was improved, but that

there was a strong nose down moment in all turns. There were also strong
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restoring moments to any trim deviation. The overall Cooper-Harper rating

for this mode was a 6.

The final step was the evaluation of the RQAS with turbulence. Only

the bhandling quality maneuvers V\;ore flown for this condition. The main
comments were that the phugoid was much better behaved, and thus pitch wes
more stable and trim was much easier to hold. However, there was again a
strong restoring moment that opposed any manauvers, and the longitudinal
response was sluggish and resembled an attitude command system. A strong
nose down moment occured in 8!l turns, and there was some feedback to the
control column, although not enough to make it overly objectionable. The

overall rating ot 5 was given for this moce.

6.3.4.2 CLIMB/CRUISE AT 5000 ft

Due to time constraints only an abbreviated handling qualities evalua- Ty
tion was done for this configuration. The flight duration was only suffic- .E':;.:
e

O,

jent to get a general impression, but not to do a full Cooper-Harper j:w.'::':j

rating The purpose of this test was to see if there were any gross

ditferences between the performance in the approach configuration and in

the climb/cruise configuration. The piiot comments and reactions to the
four combinations of turbulence on/off and RQAS on/oft were very similar to

those described for the approach contiguration.
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6.3.5 NASA SIMULATION SUMMARY

The NASA simulations included automatic mode tests of optimal control

RQAS designs for al! five flight conditions, and piloted simulstions for 5
optimal RQAS designs on two flight conditions. Although simulations of :
both the optimal and classicai RQAS designs in both the automatic and
piloted modes had been planned, the limited simulations completed met the

basic objectives set for this effort.

The performance of the RQAS designs on the 6 DOF, nonlinear simulator
was comparable to both KU linear 3 DOF simulations on the only directly
comparable configuration, and there was no excitation of the lateral-
directionsl mode. The piloted simulations pointed out the problems that
had been expected in the handling qualities. Even though problems had deen
expected in the handling qualities, they were not insurmountable. With
just the basic control aigorithm on the prototype controller, the handling
qualities of the C-402B in light to moderate turbulence were only degraded
form 4 to 5, on the Cooper-Harper scale. Design changes will be discussed

in the next chapter that offer potential solutions to the handling quali-

ties degradation problem.
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7. RQAS IMPLEMENTATION CONSIDERATIONS

The final phase of this project involved an examination of the hard-
were reGuirements, and other areas that must be considered before actuslly
implementing a RQAS on a C-~402B or other commuter/regional or general
aviation (GA) aircraft. The sensor, actuator, and digital controller
requirements are presented in Section 7.1 and are compared to the current
state-of-the-art. The second area that must be considered before contin-
uing on to the implementation phase is what can be done to eliminate the
degradation of the handling qualities caused by the RQAS. Any system that
caused even the least daterioration in the handling of an aircraft would be
turned down by the pilots. Section 7.2 presents two potential solutions to

the handling qualities problem identified in the NASA piloted simutation.

7.1 HARDWARE REQUIREMENTS

The hardware considered in this section includes sensors, actuators
and the digital controller. The number and type of sensors required depend
upon whether the optimal or the classical design approach is chosen. The
actuator requirements for both the optimal and the classical designs would
be eguivalent. Both design approaches use the flaps and the elovator, and
have similar rate and displacement requirements. The microprocessor and
hardware interface requiraments are also very similar, in terms of speed

and resolution. Both design approaches show the same trend of performance

improvement due to faster computation times.
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7.1.1 SENSORS

The designer of the ciassical RQASs has, by the judicious choice of
the feedback loops, reduced the feedback requirements to two easily sensed
variables. The only sensors needed for a classical RQAS implementation
would be an accelerometer and a pitch attitude sensor (probably an attitude
gyro). Numerous off the shelf accelerometers and attitude gyros that are
currently used for commuter aircraft autopilots would satisfy the require-
ments for a RQAS application. There are no extra sensitivity, or other
special features needed that would preclude use of off the shelt sensors.

The optimal RQASs are full state feedback dasigns and therefore
require @, u, q, and O sensors for implementation. The pitch attitude and
pitch rate can of course bo sensed by attitude and rate gyros, respec-
tively, and the velocity can be acquired from the normal pitot static
system. However, 8 good method for sensing the engle of attack on a
commuter aircraft may not be available. The angie of attack Is the primary
variable in the flap control calcuiation, and the RQAS performance would be
expected to be sensitive to proper measurament of a. An angle of attack
vane couid be usad. but these vanes are subject to interference effects and
inaccuracies if placed anywhere other than on a nose voom. Differential
pressure methods of calculating a are available. However good a measure-
ments require good differential pressure measurements, and good pressure
measuraments ate normally made only well away from the aircraft. The most
practical solution may be to estimate a based on the measurement of other

variables.
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. Ono method of estimating not only angle of attack, but pitch angle and
flight path angle, for unsteady flight, is based on the measurement of the
threa linear accelerations, pitch and yaw rates, the rate of climb, the
i airspeed and the roll angle (27). This approach is much too complicated
and requires too many sensors for commuter aircraft application. Howaver

it is an example of the fact that given any six independant motion var-

e

l iables, such as the three linear accelerations and the three angular rates,

it is possible to calculate any other varisble. A much simpler and more

-
|

direct approsch might be to calculate the perturbation a directly from the

linear equations used to design the system. Normal sensors can provide the -

~— B

acceleration, the pitch rate and attitude, and the airspeed. The pertur- .:;'

bation @ could then be approximately calculated based on the two step K )

i process shown balow e

T

2 !
< e = --- [ A, + Ug q - g singp8 1 (7.1) :

Uo

a = ag +0/T3adt = ag + Tsa

where

a =the perturbation angle of attack,

w : A, =the perturbstion vertical acceleration,
Ug mthe trim velocity,

q =the perturbation pitch rate,

6 =the perturbation pitch angle,
ag =the perturbation a from the previous sample period.and

Ts =tho sample time.
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This would be one way of estimating & that is direct and simple. More
accurate and involved methods such as using a Kalman Filter to predict
rather than estimate a would also be possible.

There are no unusua! or difficult sensor requirements, other than
possibly the angle of attack, that can not be met by hardware currently
being used in commuter aircraft autopilots. Indeed, further advances in
sensors such as muitiple degres of freedom accelerometers based on
fluidics, and laser gyros [28] may become available for commuter aircraft
application in the future. This type of sensor represents the trend toward
a limited number of moving parts to improve reliability and reduce life
cycle costs. If these sensors become economically feasible for commuter
aircraft, the possibility of sensing three accelerations and three angular
rates as the basis for any possible motion variable becomes realistic.
But even with the current state-of-the-art, there is no real difficulty

meaeting the sensing and estimation requirements for a RQAS installation.
7.1.2 ACTUATORS

The use of electromechanical actuators (EMA) has been assumed since
the inception of this research. Hydraulic actuators were never considered
because of the lack of a hydraulic system on almost all aircraft in the
commuter/regional class. EMA are now being designed and flight tested on
military aircraft as primary flight control actuators, and have been used
for years as autopilot and trim actuators on military and commuter aircraft
[29. 30. 30, 3V, 32). Because of advances in tha use of rare earth magne-

tic materials, e.g. SmCo, and the application of microprocessors to provide
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controlled electronic commutation, EMA are becoming faster, more powerful,
and more raliable. For military applications, rate limits of 170 deg/sec

for the no load case, and 113 deg/sec at full ioad for maximum torques of

over 44,000 in-lbf have been attained. ‘

Obviously a commuter aircraft application could atford neither the
hardware cost nor the electrical power consumption needed to obtain the
above performance. However, as shown by the veérious simulations and the
calculations in Appendix D, maximum rates of less than 100 deg/sec and

maximum torques of less than 2000 in~Ibfs would be adequate for this appli-

cation. A study of EMA in 1978 indicated that rates of 100 deg/sec were
reasonable for application to light aircraft at that time, and EMA tech-
nology has progressed rapidly. Bandwidth requirements for ROAS application
are comparable to existing autopilot characteristics. Commuter aircraft
autopilot actuators typically have a bandwidth of 3 Hz (188 rad/sec), and

the bandwidth parameter study done indicated that no performance gains were

achieved with servo bandwidths above 20 rad/sec. If more bandwidth becomes Z:‘-":Z:
necessary, tr-\e newar EMA are providing up to 12 Hz for some high perform-

ance military applications.  Although this technology is not currently
available to the commuter aircraft, it serves as an example of the progress :
in this field.

Thus. based on the torque, rate and bandwidth needed for an RQAS

implementation, the state of the art of EMA cen currently meet all require-
ments. Tha last item to be discussed in the area cf hardware considera-

tions is the digital controller. e
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7.1.3 DIGITAL CONTROLLER

The prototype digital controller developed for this project was based
on a standard, muitipurpose desktop microcomputer, the Z-100. The ADC and
DAC capabilities were provided by a low cost, general purpose intarface
board, and the control algorithm was written in BASIC. Even at this low
cost and low level of sophistication, the prototype controller was easily
able to meet the sample rate required for the nominal RQAS designs.

The control algorithm used on the prototype controller was extremely
simple. The only tasks it did were: read the state varisbles directly
from the simulator; calculate the new controi commands, and send these
commands to the servos. In an actual system, the algorithm obviously
becomes much more complicated. For example: the total rather than the
perturbation variables would be the inputs; some of the states might have
to be estimated or predictad; and other tasks such as updating the trim
point, recaiculating the gain matrices for gain scheduling, and error
checking and fault diagnosis would have to be done. Each of these tasks
would add to the execution time of the digital controller, so speed of the
microprocessor may become a concern.

The computational time required for one loop through the prototype
control algorithm was about 0.06 sec. Based on benchmarks run on the
Z-100. converting to a faster software implementation, such as Fortran,
would reduce the Td to less than 0.01 sec. Addition of a hardware floating
point coprocessor to the Z-100 could provide an additiona! order of magni-

tude decrease in Td. Conversion to a faster, dedicated flight system could

reduce this time even further. Therefore, the speed of the microprocessor

-




would impose no limitation st all on the implementation of a RQAS.

The other hardware in the digital controller, in addition to the
microcomputer, is the ADC and DAC interface. As discussed in Chapter 6,
even for the low cost models used in the prototype controller, the capa-
bilities far exceeded any possible demands that the RQAS coulg place on them.

There are therefore no technical limitations placed on the implementation

of the RQAS designs by any of the hardware components.
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7.2 HANDLING QUALITIES

Although the NASA simulations indicated that the aircraft handling
qualities on a Cooper-Harper scale were degraded from a 2% to a 6 in
nonturbulent air. the rating were degraded only from a 4 to & 5 in turbu-
lence. Regardless of the amount of degradation, it is doubtful that
any augmentation system that reduced the controllability of the aircraft
would be adopted. Therefore some mathod of restoring the handling quali-
ties to at least the original level must be suggested before implementation
can be seriously considered. Two potential solutions are offered.

A straighttorward method of restoring controliability to the pilot was
suggested by the test pilot during preliminary discussions. A very simple
and vet effactive method of keeping the RQAS from fighting the pilot inputs
would be to simply turn off the system during manuevering flight. For
example, one wing leveler that our test pilot had flown made turns SO
ditficult to perform, a simple on/off button weas put on the control column.
Whenever the pilot wanted to make a turn, he disengaged the system while
manuevering, and then reengaged it when back to level flight. This method
would certainly restore controllability during maneuvers for 8 RQAS applica-
tion. However. it also removes the benefit of the RQAS in the approach
phase where ride smoothing and maneuverability are both required
continuously.

A sacond approach to restoring open loop handling performance to the
augmented system would be to artificially bias the state variables to
reflact the effect of the pilot's commands. Simply stated, the pilot

commands would be input to a model of the aircraft to predict what the
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effect on the state variablas should be. The inputs from the sensors to
the controller would then be compared to these predicted states rather than
the trim conditions to calculate the perturbed state or error values. In
this way the controller in effect becomes a model following system rather
than & simple regulator. A block diagram of the basic RQAS, and a modified
RQAS is shown in Figure 7.1. The computational requirements of this
approach are not overwheiming, but there is the disadvantage of requiring
sensors for the control column and rudder movements. This approach could
even use the RQAAS t~ provide control augmentation in addition to the origi-
na! stability augmentation if a properly designed model of the aircraft
were used. Other than the additional sensors needed for the pilot control
movements, this approach would only result in software additions to the

existing control algorithm, and so would pose no implementation problems.
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- STANDARD RQAS BLOCK DIAGRAM

:

- TURBULENCE
. PILOT COMMANDS
TRIM PERTURBED DISTURBED
STATE STATE STATE
: xp Xp = 2p - X Aircraft Rp
. | K .| and Servo
= Dynamics
| RQAS WILL ®"PIGHT" ANY COMMANDS BY PILOT THAT TRY TO CHANGE TRIM

VARIABLE VALUES

RQAS WITH CAS AJDIFICATION

TURBULENCE
PILOT COMMANDS
- MODEL PERTURBED DISTURBED
STATE STATE b STATE
Alrcrafe t 7o) Xp = Xp - X¢ Aircraft %xp S
- and Servo - K ¥ eond Servo RN
Models Dynamics 1

CAS MODIPICATION WILL CAUSE STATE VARIABLES TO BE COMPARED TO THE
COMMANDED STATES RATHER THAN TO THE TRIN STATES, SO THAT THE RQAS
WILL NO LONGER °PIGHT" PILOT INPUTS

FIGURE 7.1 Proposed Handling Qualities Moditication
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8. SUMMARY, CONCL! ISIONS AND RECOMMENDED RESEARCH

The ftirst section of this chapter presents ths rasearch objectives,

tasks accomptished, and & brief summary of the results and conclusions.

| The last section presents & iist of recommended raesesrch tasks that would
iead to validation of a RQAS through a flight test program on the NASA

Cessna 4028B.
8.1 SUMMARY

The primary goels of this project were to generste deteiled designs

!_ for & digital, longitudinal mode RQAS for s Cessna 402B; and to investigate b

‘ the Influence of selected parameters on the performance of those RQAS R
dasigns. |

i Deotailed designs and' extensive parametric examinations for the five

- flight conditions selected to represent a typical commuter aircraft mission

profile have been completed. Two signiticant products of this effort

_I desarve mention before proceeding to a summary of the research results.
The ICAD program and the digital controller, although not diractly part of
the research goals, were indispensible research tools. Both the ICAD pro-
E gram and prototype controller are tools that can be used for the design and v

test of other stability or control augmentation systemns. in particular,

the power and flexibility of the ICAD program was instrumental in the

successful complation of the NASA mouving-base simulation. Both of these L .

tools contributed immeasurably to the completion of the research tasks, and

to the generation of the results summarized below. ‘:Z:j;l;j:
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The results of this project Indicated that either an optimal or @
classicai digital, longitudinal mode RQAS could produce significant recuc-

tions in the vertical RMS accelieration through use of direct lift flaps and

separate, split surface elevators. These reductions range from 20-25%
(from open-lcop RMS values of 0.085 to 0.116 g's) for iow bandwidth servos
(10 rad/sec) and low computer requiremunts (Ts = 0.1 and Td =0.1 seconds),
to reductions over 50% for sutopllot type servos (BW of 20 rad/sec) and
modest computer requirements (Ts = 0.08, Td =0.01 seconds).

Although the performance of the optimal and the classical ROAS designs
was very similar in reduction of RMS acceleration, there is one significant
ditference when considering application to commuter aircraft. The classi-
cal designs require only limited feedback (Az and 8) for implementation,
while the optimal designs require full staie feedback Tha ability to
implement a RQAS with fewer sensors, if other measures of performance are
equal, would favor the classical designs in commuter applications.

The results of the parametric studies indicated that the RQAS perform-
ance was s very strong function of the digital parameters of the system (Ts
snd Td). These studies showed that RQAS performance improves with reduc-
tions In either Ts or Yd, but that Ts has the stronger influence. The leval
of RMS accelerstion reductions produced by a continuous system can be

attsined by a digital ROAS with autopilot type servos and the modest com-

puter performance cited above. Within the linear model restrictions,
neither the elevator nor the flap control power affact the acceleration

reduction signiticantly. An incresse in the flap control power, however,

results in decreased activity in the flap RMS ena deflection rate. Simil-
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arly, the RQAS performance i3 not a strong function of the servo bandwidth,
Performance improvements for the system effectively cesse when the band-~
width Is incressed above about 20 rad/sec.

The results of the three different simulations were generally compar-
able, indicating that the abbrevisted digitat simulation done in the ICAD
design and evaluation program provides a representative measure of the RQAS
performance. There was sdeguate agreement in the comparison of the time
history to frequency domain results In ali the simulations to further
substantiate use of the short digital time history simulation for the
deteailed designs.

The limited plloted simulation done on the NASA simulator confirmed
the concem that a SAS designed as a acceleration regulator would cause a
degradation of the piloted handling qualities of the alrcraft. It stands
to reason thst a system designed to kesp accelerations to zero will “tight”
the pilot inputs that attempt to cause the aircraft to accelerate, either
finearly or in turns. However, two possible fixes to this problem were
suggested Iin Chapter 7, the more attractive of which would require only
motification to the control algorithm to restore or improve the piloted
handling qualities.

in summation, these RQAS designs offer technically and economically
feasible application of a digital ride smoothing system to a Cessns 4028B.
Preliminary snslyses of RQAS designs for other commuter aircraft indicete
that performance similar to that experienced on the Cessna 4028 can be

oxpected.
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8.2 RECOMMENDED RESEARCH

The next step in an orderly development of a RQAS tor commuter air-

R ARGy L% 28 4
v, It

craft should be a demonstrstion of the feasibility, and verification ot the

predicted performance by flight testing these RQAS designs. The specific
tagsks listed below are recommended as logical and appropriate resoarch

efforts to follow this project.

1. Proceed with detasiled redesign of the direct lift flap system on v
the Cessna 4028. This design effort should include a detailed

structural analysis, as well as consideration of the Interaction -

: between the control surface size and placement sffects on the actuator ey
requirements.
: 2. Proceed with a detailed study of the hardware required, and s
Sasten
- dotalied design of the avionics system for the flight test phase. '--
This study should include an snalysis of the sensor sccurzcies, sensi-
‘: tivities, and placement needed for implementation of a flight system __
as well ag further definition of the digital computer requirements. —~

3. Continue with the analytic design of the RQAS. Include in this

: effort an examination of other potential control appioaches,
o such as Limited State Feedback Investigste methods of removing the iy
\ control sctivity limitations imposed on the optimal design by tne
: inclusion of the control positions in the formulation of the vertical
- acceleration. Generation of the final detailed RQAS designs will most T
, likeiy require a more accurate model of the test vehicle, including, :

the final velue of the control power of the direct lift fiaps and the




split elevator surfaces. An examination of the feasibility and desir-
ability ot adding a lateral RQAS system should also be done.

4. Perform a detailed analysis of the requirement for gain scheduling
for the RQAS. Preliminary analysis indicates that gain scheduling
wiil be required, but additional detalied simulation, either digital
or hybrid, is required to substantiste that need. [t gain scheduling
is required, modify the control law software implementation to include
that capability.

5. Investigate the effects oOf unsteady aserodynamics on the RQAS
performance, particularly at conditions with 1less than full flap
control power where high control rates are experienced. Also
investigate what structural interactions that might be experienced at
these high control retes. The effect of lags due to downwash on the
horizontal tail should also be investigated.

6. Perform a detailed asnalysis and design of a control law modifice-
tion to regain, or improve upon. the level of handling qualities
assocliated with the basic aircraft. Include investigation of the use
of a washout filter for handling qualitias improvements.

7. Perform a detailed economic analysis of an RQAS implementation.
Initially this should include a cost estimate of the structursl modi-
fications and the hardware costs for a flight test vehicle. uni-
mately, this economic analysis should also include the operational
costs due to added control surface movements generated by the RQAS.

8. Perform a flight test program of a digital, longitudinal mode

RQAS.




9. PROJECT MANAGEMENT

The suthor, as Project Manager and a Doctor of Engineering candidate,
had project management responsibility for this project to include selecting
personnel, setting sealaries, controlling the budget, and defining and
maintaining the schedule. Specifically, my assigned responsibilities
were:

1.  Overall program planning, scheduling and budget control;

2. Coordination of optimal and classical design efforts;

3. Coordination of detailed RQAS design, prototype development,
and simulation efforns;

4. Supervision of the graduate and undergraduate research
assistants; and

5. Preparation and presentation of oral and written reports.

The remainder of this chapter will be divided Into discussions of the

project organization and personnel, the budget, and the schedule.
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9.1 PROJECT ORGANIZATION D PERSONNEL

A project organizational chart is presented in Figure 9.1. Dr. David
Downing was the Principal Investigator (P!}, and Mr. Earl Hastings was the
NASA contract monitor. In addition to the four primary personnel partici-
pating on this project there were two people hirad for short duration,
specific tasks. The personnel that participated in this project are listed
in Table 9.1, with their titles and specific technical responsibilities.

The technical responsibility for the optimal design was assigned to
the Project Manager, and the responsibility for the classical daesign to the
senior Research Assistant. rather than both directly to the Projact
Manager, for two reasons. First, these two design approaches represent two
very differant problems that were to be attacked in parallel, and were best
handied as separata designs. Saecond, the classical RQAS design effort, in
addition to fulfiling the NASA grant research requirements, is 8iso the
subject of Shsilesh Amin's master’'s thesis. To fulfill the requirements of
that degree, the classical designs were his individual efforts, and only

advise  and guidance were provided by the Project Manager.

23




uopjeziuedtg 309foad (6 eandrg

LTS A,

Satacacad

J33Ud) Yosy La7Bue] ySYN
JoRIuU0) Jojernals LJdadg

a

1SSy Yosy peaSaapup UTIdW STUUS(g 5
AO1YIS uyop v

IS5y yosy pedy 1SSy 4osy pean 403U yosy Lajoue] YSYN X

1SSy YISy pedsaapun a1eprpue) SH e3eprpuUt, SH §3083U0) JojRTNEIS v
syaeq Aey ouenpeq wIp urEy yssireus OZ1I9K WIY/3ITYN FTTTI & ...L_

('] s

[ H J Ny

1 .su

JaSeuey 199f0ag _

932pIPUE) 30 K

puowmsy £Jaal \M

.-..

J93Ud) yoJessay Aatsue] VSN "y
JOJJUOR juedy) R

s3upisey TJe3 oy

N

Jafug eowdsoJdy JO Joad OOsSy

J03881989aul TedIOUTJd w4

Butusog pra®Q °Jq mm

5

-3

¥

7

..

)

V8

P

2

'y

|




TABLE 9.1 PROJECT PERSONNEL

Dr. David Downing Principal Investigator
Associate Professor of Aerospace Engr.

Terry Hammond Project Manager
DE Candidate
1. Duties as detailed above
2. Design of the optimal RQAS
Shailesh Amin Graduate Research Assistant,
MS Candidate
1. Design of the classical RQAS
2. Development of the analog simulator portion of the KU-FRL
hybrid simulator
Jim Paduano Undergraduate Research Assistant
BS, MS Candidate
1. Software development for the ICAD program

2. Generation of RQAS designs under supervision of lead designer
for either tne optimal or classical RQAS

Ray Davis * Undergraduate Research Assistant
BS

1. Initial ICAD software development

2. Software implementation of RQAS control algorithm -
John Schick " Undergraduate Research Assistant e
BS Candidate o

1. Assembly language programming for control algorithm

2. Hardware Interfacing of ADC and DAC to Z-100 iy

* - Denotes Research Assistants hired part time for specific tasks. ﬁ;;-'l
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9.2 PROJECT BUDGET

The original project budget included in the proposal to NASA, is shown ::'.{-

as Table 9.2. The Project Manager had responsibility, as dsiegated by the ‘:
Principal Investigator, for all budgetary matters, subject to the concur- M
rence by the PL. Project budget control was based not only on the normal
monthly Project Account Records furnished by the Business Office of the ;
Center for Research, Inc. (CRINC), but also on a more detsiled analysis :M::
performed wusing an electronic spread sheet on the Z-100 microcomputer. -

Proper budget control was difficult using on'y the standard CRINC

reports, because of lags in payment and reporting, and because of the

use of the standard fiscal year for all projects regardless of the project
start date or duration. The analysis done with the spread sheet program,
not only provided data more responsive to my needs, but it also permitted
the use of monthly reports to the Pl that were more understandable and

readable. A sample monthly report is shown in Table 9.3. The use of this

detailed analysis permitted an accurate, up-to-date assessment of the
financial status of the project at any time. The flexibility of this
budgetary control technique was especially useful whan the original budget
had to be revised for the project extansion from 3 Mar 84 to 30 Apr 84. In ok
addition to the funding raceived from NASA, the Project Manager's salary
was paid by the US Air Force. and an additional $2000 was provided for

equipment purchases by CRINC. The total funding of this project was there-

fore slightly over $78,000.
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TABLE 9.2 ORIGINAL BUDGET

Proposed Budget: Iten 2.2
January 1, 198) - December 31, 198)

DIRECT COSTS

Salaries & Wages
Co-Investigator - Downing

107 for 4.5 mes. acad. FY8) ($31389/mo.)
1008 for 1 mo. sum. FYB) ($1389/mo.)

10% for 4.5 mos. acad. FYB4 ($3660/mo.)

Project Engineer (Major Terry Hammond)*
50% for 9 mos. acad.
75\ for ) mos. sum.

Graduate Research Assistants

1 @ 500\ for 9 mos. (§$1000/mo.)
1€ S0V for 4.5 mos. ($1000/mo.)
2 @ 75% for ) mos. ($1100/mc.)

Undergraduate Research Assistant
257 for 9 mos. ($800/mo.)
1008 for ) mos. ($800/mo.)

Secretary
20N for S mos. ($1100/mo.)

Total Salaries & Wages

Fringe Benefits
18% Faculty & Professional Staff
8\ Students

Other Direct Costs
Travel:
= to Hampton, VA, 2 trips/2 days/2 persons
(airfare -~ $2200; per diem ~ $600; car - $200)
=~ to Hampton, VA, 3 trips/10 days/% person
(airfare ~ $1650; per diem $2250; car - $900)
= to Wichita, XS, 2 trips/2 days/3 persons
(SAE Business Alrcraft Meeting/Visit Adrcrafe Hanufacturer)
(mdleage - $200; per diem - $600)
- to San Antonio, TX, 1 trip/2 days/2 persons, (Fairchild
Swearingen) (airfare - 4800; per diem - $300; car - $100)
- to Gatlinburg, TN, 1 trip/3 days/V person)
(AIAA Control Systems Conference)
(atrfare - $400; per diem - $225)

Communications

Computer (Honeywell - 10 hrs. @ $200/hr.)

Equipment (mjcroprocessor with A/D & D/A converters & Sensors)
Report Preparation & Expendable Supplies

Total Direct Costs (TODC)
INDIRECT COSTS @ 35.8% of TDC excluding equipment
TOTAL PROPOSED COSTS

*Major Hammond's effort will be funded by the USAF ($20,250)

$ 1,528
3,389
1,647

4,500
2,250
4,950

1,800
2,400

1,100
§ 23,561

1,379
1,272

3,000

4,800

800

1,200

625

300
2,000
2,000

700

$41,56)7

14,190

$55,827




i TABLE 9.3 SAMPLE MONTHLY BUDGET REPCRT

11 Jun 84
: RIDE QUALITY PROJECT BUDGET
i CURRENT MONTH CUMULATIVE
. BUDGET ACTUAL BUDGET ACTUAL
PERSONNEL
Dr Downing .00 .00 5913.85 5930.56
Shailesh Amin 900.00 900.00  9475.00  9u81.24
. Ray Davis .00 .00  1962.50  1856.24
| Jia Paduano 600.00 600.00  5275.00  5412.47
John Schick .00 .00 500.00 343.64
Nancy Hanson .00 .00 1189.83 1189.83
Total Personel 1500.00  1500.00  24316.18  2uU213.98
N Fringe Benefits 120.00 16.50 2633.66 1284.65
; OTHER DIRECT COSTS
Travel 220.00 233.05  7250.00  4634.35
Communication 25.00 17.64 400.00 519.49
: Computer 1500.00 261.00  1260.00  1727.58
i Report. .00 23.00 600.00 69.00
, Materials 30.00 46.90 450.00  1653.23
X Duplication 75.00 76.40 345.00 696.75
. TOTAL DIRECT COSTS HT0.00  217H.49  37254.84  34799.03
! OVERHEAD 1242.26 978.52  13337.23  13780.53
ﬁ EQUIPMENT .00 .00  2000.00  2158.97
- TOTAL 4712.26  3153.01  52592.07  50738.53

[l NERERERERSAEN
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TABLE 9.3 SAMPLE BUDGET REPUKT (Cont)

ACTUAL AMOUNTS PER MONTH

PERSONNEL MAR APR MAY JUN JUL AUG SEP
Dr Downing 3389.89 1186.11  338.89
Shailesh Amin 450.00 450.00 606.24 750.00 T50.00 625.00 S00.00
Rey Davis 200.00 200.00 443.74 675.00
Jis Paduano 175.00 175.00 374.99 600.01 600.01 412.46 225.00
John Schick
Kancy Hanson 410.99 706.39
Total Parsonel 825.00 825.00 1424.97 S824.89 2056.40 2223.57 1063.89
Fringe Benefits 6.61 6.61 11.40 618.81 110.68 209.5% 64.58
OTHER DIRECT COSTS
Travel 5.06 506.55 1116 739.3 1762.70
Coasunication 6.4 .S4 5.06 38.88 73.61 10.65 113.01
Computer 65.73 256.12 77.05 656.73 200.00 23.00 42.50
Report 18.00
Materials 18.72 95.17 12.25 48.50 5.50 u7.u8 32.70
Duplication 62.37 9.24  3u.13  39.78 13.85  15.31 40.23
Mangat Reserve
TOTAL DIRECT COSTS 989.90 1699.23 1594.02 7966.90 2460.04 4357.28 1356.91
OVERHEAT 354.38 608.32 570.66 2852.15 880.89 1559.91 u85.77 S
EQUIPNENT u86.47 1672.50 Lo
TOTAL 1344.28 2307.55 2164.%8 11305.52 40.73 5917.19 3515.18 {fJ
3 3 3 33 3 59 3
ACTUAL AMOUNTS PER MONTH BUDGETED TN
ocT NOV DEC JAN FEB MAR APR MAY JUN TOTAL -;:‘;
338.89 338.89 338.89 5930.56 EAS
500.00 500.00 825.00 825.00 600.00 600.00 600.00 900.00 9uB1.2u4 o~
108.00 229.50 1856.2u R
225.00 225.00 450.00 4sC.00 300.00 300.00 300.00 600.00 5412.47 e
183.18  160.46 343.64 —
72.45 1189.83 <
1063.89 1136.34 1797.07 1543.56 900.00 1129.50 900.00 1500.00 .00 24213.98 .
64.58  52.52 72.64 16.98 10.91 12.42 9.90 16.50 .00 128U.65 )
30440 .29.65 .12 -6.63 379.20 728.44 233.05 1075.00 5709.35 R
22.58 91.90 56.41 31.88 18.27 19.53 13.12 17.64 25.00 s4y4.49
88.25 4o.00 3.12 2.59 2.1 4.38 261.00 1500.00 3227.58
.00 28.00 23.00 600.00 €69.00
135. 14 10.80 9.00 451.08 164.94 536.90 38.15 46.90 30.00 1683.23
108.05 67.85 11.35 13.40 12.70 84.13 47.90 76.40 75.00 171.75
-440.00 .00 644.29 204.29

1786.93 1369.76 1947.19 2059.92 1102.78 1751.79 11741.89 21T4.49 3949.29 38308.32
804.12 616.39 876.24 926.96 ug6.25 788.31 783.85 9718.52 1777.18 15359.71

P RENeE s CErTLAter FltaertET SEtesEThE MSEeALEe PG IGsNe Stafacer SCECssee SeevSewe @ Seetetees

2591.05 1986.15 2823.43 2986.88 1599.03 25U0.10 2525.74 3153.01 S5726.47 55827.00

..
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9.3 PROJECT SCHEDULE

This project was originally scheduled to last for 12 moaths, as shown
by the detailed task schedule shown in Figure 9.2. However, considerably
more time than was originally planned was taken on the Procedure Develop-
ment Task. A no-cost, time only extension was requested and granted to
extend the research part of the project through the end of Apr 84. The
final task of this research effort, the MASA Simulation, was completed on
27 Apr 84. The report and final oral briefing preparation was then accom-
plished over the next two months, the period that was originally alloted

for that task.
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APPENDIX A THE AIRCRAFT MODEL

In this appendix, a three-view drawing and & linearized model of the
Cessna 402B used for this study is presented. The linearized Sstate space
model shown here is for the takeoff (at sea level) flight condition.
it was derived by NASA from a nonlinear simulation model using @
standard NASA LeRC numaerical technique [13]. This data is for the Model B

as defined in the main text.
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APPENDIX B: ICAD DETAILED USERS MANUAL

B.1 THE INTERACTIVE RUN

. Figure B.1 is 8 flow chart of the ICAD program. It shows that data
describing the airplane (state matrix equations), data describing the
flight condition and gust environment, and data needed for the augmentation

procedures are input through dats files. After data file input, optional

open loop time history and PSD analyses are s&vailable, followed by ontry

into either the optimal or classical Jdesign loop. Each design loop itera-

tion is followed bv options to conduct time history and PSD anaiyses, which

can then be viewod graphically and compared to any previous analyses in the

run. Decision points in the flow of ICAD are resolved interactively, using
i detalled user prompts. An explanation of the various user prompts follows
N in sections B.1.1 and B.1.2. After reading these sections, the user is
'-'.:j encouraged to experimant in order to gain experience with the various
n options uvailable, as well 8s the default conditions.
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The following pointers shoula be kept in mind while running ICAD:

: 1. The default responses t0 questions, when defaults
exist, are given in angle brackets ( <> ). Thase

- responses can be affirmad by entering a carriage
return (denoted hereafter by <cr>).

l Example:
Do you want an Qpen Loop response? <Yas>

2. Most menu prompts allow |1 replies —- That is, &
one digit integer followed by a <cr>.

|, e

3. A carriage return at any prompt for a number,
whether integer or real, will be taken as a zero.

4. In response t0 a (Y/N) question, only upper case
y's or n's are racognized. Any response beginning
with these letters will also work. Any unrecog-
nized response causes execution to continue using
the default response. This feature allows a <cr>»
10 be used to affirm the default.

AT

i Thus, much of the run can be conducted by
using carriage returns and integer en-

- trios between 1 and 5. It is strongly
suggested that the user become accustomed
to these procedures, which will increase

the speed and sase of use of the program

‘ greatiy.

5. In the program description which foilows, “not

. implamented” indicates that the variable or option
being described is no longer needed or is not yet

. verified. Options in this category should be

) avoided, and variables in this category shouid he

. antered as dummies that have no affect on program
- execution.
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This description is organized as foliows: Section B8.1.1 contains an
explanation of ali the user prompts that occur in the primary flow of the
ICAD Program. Section B.1.2 gives 8 similar expianation for the flow of
the interactive graphics routinas. Section 8.2 then details the data files,
their organization, content, and format. Section B.2 also describes the

output files generated by ICAD.

B.1.1 USER PROMPT EXPLANATION

in these explanations, beldface represents prompts given by ICAD, and
input formats appear in brackets [ ] after each prompt. All prompts are

given in the order they appear during an execution of the program.

Enter the Titlie for the output of this run: [15A4)

The title entered here will appear in the run header, which contains the
basic flight condition information. This header is printed to the summary
file and the terminal.

Do you want an input matrix data scho? <No> [A1]

Salecting this option will cause the following matrices to be printed to
the screen during execution:

input matrices { A, B, G1, H1, FU1 ).

Servo augmented matrices ( AC, 8DC, HC, FUC, GDC ).
Augmented matrices used for transfer function analysis

of control weight rating (CRW) designs (APZ, DPC, HDPC, FPC).

QOnce set, this option can be defeated by typing an 8" at the “FOR THE PSD~
prompt.

The data echo option aiso causas the input matrices to be echoed to the
summary file. Two additional matrices are output to the summary file: H
and FU. These are the matrices which make up the output equation used by
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ICAD. ICAD crestes H and FU to eliminste x from the output equation
supplied by the user:

y = Hix + Gix + FUl u

Yo eliminate x, the systam equation is used:
x = Ax + Bu + Dw

This results in the following equations for H and FU:
H = H1 +GI1-A
FU =~ FUl + G1-B

The GDC matrix elso resuits from this calculation:
GOC = G1-D

Finally, the B and D matrices are combined to ease the handling of the
sytems 2f equations:

BoC - [B D}
Do you want an Open Loop reponse? <Yes> (A1)

A “Yes” response allows a time history and/or PSD analysis to be done on
the open loop, sarvo augmented system.

Do you want a Time Reponse? <Yes> [A1]

in both the open and ciosed loop case, the option is availabie to skip the
time history response. The following question is asked if a time history
is desired (a "Yes” answer above):

Do you want extra printout? <No>[A1]

<N> No axtra printout. This option minimizes screen printout. Only the
time history state and control labels, their maximum time history values
and rates, and their root mean squared valugs are printed out. All output
files remain intact.

<Y> Extra printout. The values of the states at each time step are
printed to the screen. The printout intervals conform to those set up n
the general information data file (so that the screen printout is the same
as the output to the output file assigned to logical unit numbe- /LUN} 11 -
see 3ection B.2.2 for an explanstion of NPRINT, NTIMES, T(1) and T(2)).
The summary file will not recieve this printout -- It always recieves
printout simi'sr to thst recieved on the screen during a “no extra print-
out” option.

85




Do you want a PSD? <Yes> [A1]

In both the open and closed loop case, the option is available to do a
PSD/frequency response. If chosen, the first run through this procedure
allows the user to choose the desired transfer functions to be anslyzed
during the rest of the run. This is dona with the following prompts:

The available transfer function numerators are:
Az(ft/82)

Alfa(deg)

Q(deg/s)

Thet(deg)

D-e(deg)

D-t(deg)

B S

Enter desired numerators,
one at a time; append wich zero: (2 DIGITS) [12]

The numerator labels listed are only examples; tnese labels ars supplied as
inputs to ICAD. A label must be supplied for each variabie in the output
vector and for each control and disturbance (disturbances are shown below).
Any set of 12 numbers from 1 to 6 will ba accepted in response to (he above
prompt. A carriage return is to be entered after each number. The final
zero can be achieved by hitting the carriage return only.

The available transfer function denominators are:

1. COMD-E )
2. COMD-F e
3. W-gust T
4. Q-gust ' L

Enter desired denominators,
one at a time; append w.'n zero: (2 DIGITS) [12)

Again, any set of 2 numbers, hare between 1 and 4 inclusive. may be '.A--.‘--_'
chosen; each followed by 8 carriage return and the final erntry being a zero
Or carriage return.

The above set of prompts appears only the first time through the procedure.

Below are PSD options which always appear. The extra printout options are: N
N
FOR THE PSD

EIGENVALUES ONLY.......... TYPE 1

EIGENVALUES AND ZERCES..... TYPE 2
: EXTRA PRINTOUT............ TYPE 3 [11) b
: REOY,
, <1> Eigenvalues only. This option defeats ail screen and summary file :jji-j:
‘ output except the system eigenvalues and the RMS values caiculated from the
PSO for each transfer function. Output files are not changed by this -~

. 86 N
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option.

<2> Eigenvslues and zeroes. This choice causes the eigenvalues of the
system, and the 2eroes of the chosen transfer functions, as well as the PSD
computed RMS, to be written to both the screen and the summary file.

<3> Extra printout. All of the asbove outputs will be given, pius the
PSD/frequency response values at the chosen frequency intervals (see sec-
tion B.2 or Reference 15 for an explanation of IFREQ, FFREQ, and DELFRQ).
This printout contains similar information to the output file assigned to
LUN 12, but is formatted differantly.

FOR THE SYSTEM EXCITATION
VON KARMAN SPECTRA.......... TYPE 1
DRYDEN SPECTRA... ... TYPE 2 <1> [i1]

This option allows tha choice of the input power spectrum which will excite
the various transfer functions. Both are gust field power spectra which
excite the gust mode of the aircraft. The aircraft altitude and airspeed,
which are required to compute the spectra, are data file inputs.

TEKTRONIX TERMINAL GRAPHICS; TYPE 1 TO BYPASS [i1]

This prompt will appear at two stages in the interactive run: once after
each time history/PSD analysis, and once after eech root locus analysis. A
carriage return will allow entry into the applicable graphics routines,
whose prompts and outputs are discussed in section B.1.2.

Do you want 3 Sampled Data System? <Yes> {I1]

A “Yes” answer to this prompt sets the proper flags for the design and
analysis of a digital controller. A “"No" response causes an analog con-
trolier to be generated.

FOR THE ACTIVE CONTROL SYSTEM
OPTIMAL DESIGN TECHNIQUES......... TYPE 1
CLASSICAL TECHNIQUES.............. TYPE 2 <1> (1)

This is the decision point between the two possibie design i0oops. An expla-
nation of the interactive options for the classical case will be given
first, followed by the optimal techniques options.




L LS LY A B

PR

Tl T

ALY hadb LR

B.1.1.1 OPTIONS - CLASSICAL TECHNIQUES

The first menu that appesrs on entry into the cilsssical design loop is
an echo of root locus parameters read from a data file by CONTROL, foliowed
by the options to change those parameters.

N1z 1 N2= 1 GAIN1= 1.000000 GAIN2= 1.000000 \

CHANGES TO v
N TYPE 1 o
N2 TYPE 2

GAINT........ TYPE 3 g
GAINZ.......... TYPE 4 -

NO MORE CHANGES.. TYPE 5 [11)

This prompt allows the user to change the CONTROL root focus parsmeters
before each calculation of the root locus. Thus, if the wrong gains are
chosen the first time through the root locus, it can be redone. Typing a 5
will cause the roct locus to be calculated using the last values of N1, N2, -—
GAIN1, and GAIN2 shown. The root locus is calculated from these psrameters
by first calculating the feedback gains:

k1 = 0. GAINT, 2°GAIN1. 3*GAINT. . . . (N1-1)*GAIN1
k2 = 0, GAIN2, 2*GAIN2, 3*GAIN2, . . . (N2-1)*GAIN2 -

For N1 and N2 > O; and

k1 = 0, GAIN1, 2*GAIN1, 4*GAINY, . . . 2(N-2)agaiNT.
k2 = 0, GAIN2, 2°GAIN2, 4*GAIN2, . . . 2(IN2I-2)agaIN2.

For N1 and N2 < 0. These gains are then fad back through gain matrices
which are generated by ICAD using CONTROL subroutines. CONTROL subroutines AR
calculate these matrices, K1 and K2, from biock diagram information fed in _
through one of ICAD's data flles. The format and usage of this information
is discussed in refereance 15 and will not be presented here. An example
of the required data is given in section B.2. The resulting root locus is el
based on the feedback equation

ueFx , where R
F= k1*K1 + k2*K2.
Root loci are caiculated in the s-plane for continucus systems, and in both

the z-plane and the w’'~ plang for sampled datas systems. After the root
locus has been calculated, the following prompt sppears:

88 vy



.................................

TEKTRONIX TERMINAL GRAPHICS; TYPE 1 TO BYPASS [I1]

If the user is at a Tektronix 4010 compatible terminal, the s-plane or w'-
plane root locus can be viewed on the screen by entering 8 <cr> here. A -
discussion of the resulting graphics prompts is given in section 8.1.2. -jl-‘-_..

DO YOU WANT ANOTKER ROOT LOCUS? <NO> [it] '
This allows the root locus to be redone sny number of times, using dif-
ferent values of the variables mentioned above. When a "No" or <cr> is
entered here, the user is prompted to enter the inner- and outer- locop
gains to be used in the feedback control system:

| TYPE IN THE SELECTED k1 (F12.6)

TYPE IN THE SELECTED k2 [F12.6]

The entered gains are then echoed back:

. ki=  0.250000
k2=  1.300000

GAINS OK? <YES>

A "No” causes prompts for the gains to be reentered. After a “Yes” answer
I or «<cr> in response tc this question, the closed loop time history and
PSD/frequency response are optionally performed. as before. Graphical anal-
ysis of the response is then available (described in section B.1.2), tol- DR
lowed by this prompt to continue the design looping procedure:

is this design satisfactory? <No> [A1]

This is the exit point for the program. Typing “Yes® completes the design
process and stops execution, while typing "No” brings up the following 2
options (these options are different if optimal techniques have been cho-
sen; optimal tachniques options will be discussed later):

L}

- CHOOSE FOR NEXT DESIGN:

“ SELECYT NEW GAIN -- 1

e NEW ROOT LOCUS -- 2

\ OPTIMAL DESIGN -- 3 S
N END -- 4] DKl |
, <1> sends the program back to the “SELECT k1" prompt. _ B
: <2> sends the program back to the set of 5-options for the root locus, e
. where paramaters for a new root locus may be entared.

- <3> allows entry into the optimal dasign loop.

. <4> ends the program.

; it °3" is chosen here, for instance, the following prompts sre given. These .
; N
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prompts represent the top of the design looping procedure:
Do you want a Sampled Data System? <Yes>

FOR THE ACTIVE CONTROL SYSTEM
OPTIMAL DESIGN TECHNIQUES.......... TYPE 1
CLASSICAL TECHNIQUES............. TYPE 2 (11]

Hore classical design techniques can be continued, or entry into optimal
techniques (discussed in section B.1.1.2) can occur.

B.1.1.2 OPTIONS - QPTIMAL TECHNIQUES

Select Desired Optimal Control Structure:
Standard Optimal Regulator ....... TYPE 1
Control Rate Waighting <CRW> .. TYPE 2
NONE of the Above ... TYPE 4 (1]

Two types of optimal design may be chosen at this point. For a discussion
of these methods, see Chapter 4. A choice of "NONE of the Above” causes an
open loop analysis to be done.

EXTRA PRINTOUT THRU ASYMREG 7?2 <NO> [A1]
A "Yes" raesponse here will cause some oOf the intermediate steps in the

optimal design to be printed to the screen.

USE DISCREG ?? <NO> (DEFAULT IS RICTNWT) (A1)

This Question allows a choice of two methods for solving the Ricatti equs-
tion:

RICTNWT : A Newton-Rapson root finding method.
This is the suggested method unless for some rea-
son (8 numaerical or convergence problem) it does
not find the solution.

DISCREG : A backward integration of the Ricatti
equation in time, until a solution is reached-this

is & much slower mathod, and is not recommended.

-

v Y v,

Do you want a Time Response? <Yes> [A1]

- .

FOR THE TIME HISTORY
NO EXTRA PRINTOUT........ TYPE 1
EXTRA PRINTOUT.......... TYPE 2 (A1)

The above two prompts are repeated here, to illustrate that they are
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available after each design, and to add the following two prompts, which
are given only if a digital design has been implemented.

WHAT FRACTION OF Ts IS THE Td (.01-1.0) <1.0> [F12.6]

Here any desired computational time delay can be entered as a fraction of
sample time. This affsects only the time history simulation. After the
analysis has been performed, the foliowing prompt ailows another time his-
tory to be done with a different time delay. Thus, sensitivities on time
delay can be performed.

DO YOU WANT A DIFFERENT TIME-DELAY (Y/N) <N> [A1]

is this design satisfactory? <No> [A1]
Again, this allows the interactive run to be terminated.

A “No” answer to the above question during an optimal design Ioop brings up
the following manu, which allows the waighting matrices to be changed.

WHICH MATRIX (MATRICES) DO YOU WISH TO CHANGE ?
THE “Q" MATRIX ........ee. TYPE 1

THE "R” MATRIX ... TYPE 2

BOTH THE “"Q” AND “R” MATRICES ... TYPE 3

NEITHER “Q" OR "R” MATRIX ... TYPE 4 (11]

If a choice of 1-3 is made above, the proper matrix is echoed and the
following prompt is given:

TYPE NUMBER OF PARAMETER TO BE CHANGED.(QUIT=0) [13)

The number given in respcnse to the above prompt rgpresents the column-
packed location of the matrix entry which the user wishes to change. The
matrices ar@ numbered down the columns, proceding from leftmost to right-
most column as the numbers increase. For exemple, a 4X4 matrix would be
numbeared as follows:

1 S 9 13
2 6 10 14
3 7 1M 15
4 8 12 16

For example, if a 4 is entersd in response to this prompt. the following
prompt results:

Q or R( 4)= 0.00000 NEW Q or R( 4) = ?? [F10.5]

The user then enters the new value desired at that location. When ali
changes have been made, 8 2010 Or carriage return at the “TYPE NUMBER OF

sn
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PARAMETER TO BE CHANGED" prompt causes an echo of the changed matrices and
one more chance to adjust th.m:

MORE CHANGES TO EITHER MATRIX ?? <NO> [A1] g
A *No” or <cr> here takes the usar to the top of the interactive design
loop, from which either the optimal or classical design techniques can be L
executed: . L
Do you want a Sampled Data System? <Yes> (A1)
FOR THE ACTIVE CONTROL SYSTEM
OPTIMAL DESIGN TECHNIQUES......... TYPE 1 o
CLASSICAL TECHNIQUES ... TYPE 2 {I] -
This rcompletes the explanation of the optimal techniques design loop. |f,
during either classical or optimal design looping, the option to look at

graphics is chosen, another set of prompts must be answered. These are

explained in the next section.
B8.1.2 INTERACTIVE GRAPHICS

Two interactive graphics subroutines exist. The first is GRAPHS,
which allows any previously generated time histories, PSDs or frequency
responses to be viewed. The second is LOCUS, which plots each root focus.
Both are interactive, and require that the terminal being used is compat- 2
ible with Tektronix 4010 graphics. GRAPHS is dicussed in section B.1.2.1, :

and LOCUS is discussed in section B.1.2.2.
B.1.2.1 GRAPHS

The following is a description of each of the interactive questions -

asked by graphs:

TEKTRONIX TERMINAL GRAPHICS; TYPE 1 TO BYPASS (1]
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This auestion must be answerad by a <cr> orf an |1 integer. !t allows the
plots to be bypassed completely.

Set terminal command character to | then <CR>.

If the terminal being used Iis not a Tektronix 4025, This prompt should be
ignored; simply enter a <cr> to continue. If the terminal is a TEK 4025,
this message acts as a reminder for the foliowing steps to be taken (if the
command character is not already set):

A. On the TEK 4025, type SHIFT-STATUS (the status key
is in the far upper right hand corner of the key-
board).

8. The command character will appear hetween two
status numbers. If, for instance, the command
character is %, some* -ing similar to the fol-
lowing sequence will be displayed:

23 %D34%

C. if the command character is not |, then the follow-
ing command to the TEK will change it (replace the
% in the command below with whatever character
comes up in step B):

%COM |<cr>

D. After entsring the above command, another <cr> will
allow the program to coatinue.

Note that a- <cr> is ail that is needed if the command character has been
set. in other words, steps A-C are executed only once for any terminai
se@ssion.

Do you want:
1. Time histories
2. Power spectras

3. Frequency responses?
(Type zero it done) [11]

An 11 answer chooses one of the three options, and a <cr> exits the sub-
routine.

2 runs have basen conducted.

Enter numbers of runs to be cbserved,
one at a time; append with zero: (2 DIGITS) [12)
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Each “run”, or iteration through the design loop, has been numbered. This
number has been recorded to the screen and the summary filg, starting with
1 for the open loop case. These can now be viewed in any combination or
order by entering the proper integers, followed by <c¢r>s and a terminating
2ero or <cr>.

Enter any note that you want to appear on the graphs
(A cursur will appear for the placement of this note) [A69]

LINE 1 LINE 2 |
THIS IS ANY MESSAGE OR LEGEND DESIRED ON THE GRAPHS

1. Time Histories. |If a time history has been chosen, the following menu
will allow any of the time history variables to be plotted:

The following variables are available in each time history:
Az(ft/s2) ‘

Alfa(deg)

Q(deg/s)

That(deg)

D-e(deg)

D-f(deg)

COMD-E

COMD-F

ONOAEWN -

Enter variable to he observed.zero when done: (2 DIGITS) [i2]

The variables available are thuse selected for inclusion in the output
vector (not the state variables) and the control commands, which go to the
servos. As mentioned earlier, the labels given above are cnly examples;
actual labels must be supplied in a data file.
new note <no>? [A1]

This allows the note entered earlier to be changed.

default x scale? <yes> [A1]

A <cr> or "Yes” here will signal the subroutines to base the x scale on the
minimum and maximum x values in the first time history tc be plotted. If a
"No” answer is entered here, the following prompts must be answered with
real values:

enter minimum x value: [F10.4]

enter maximum x value: [(F10.4)

default y scale <yes>? [A1]
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Again, a <cr> indicates that the minimum and maximum vy value in the first
time history are to be used to set the scales. Note that if the second
time history in_the string of "numbers of runs to be observed” contains
larger maximums or smaller minimums, its plot will go off the screen. The
remedies for this are:

1.  Use non-default y values based on the actual desired maximums and
minimums.

2. Reorder the “runs to be observed” so that the time history with
the largest values is plotted first. The maximum and minimum
values which become the defaults are then based upon this plot.

After the scaling questions are answered, the desired time histories will
be plotted. After the first time history, & cursor will appear for the
placement of the label entered previously. The plots of the same variable
for each of the other "time histories to be observed” will then be plotted
after each entry of a <cr>.
2. or 3. PSD's or Frequency Responses. The following menu appears in-
stead of the “variables available in each time history available” menu if
PSD’s or frequency responses have been chosen for plotting.
The following transfer functions are available:
1. Az(ft/82)/ W-gust
2. O(deg/s) / W-gust
Enter the transfer function to be observed, zero when done:(2 DIGITS)
(12}
All other prompts are similar to thnse discussed for the time history.
When all desired plots have heen made, a series of <cr> responses (or
2eroes) to the subroutine promots will sand ICAD back to the main program.
B.1.2.2 LOCUS

LOCUS is called during classical design looping. after each root locus
is executed. The screen graphics in this subroutine are only available to
Tektronix 4010 compatible terminals. Tha prompts given bv LOCUS are ex-
plained below.

TEXTRONIX TERMINAL GRAPHICS; TYPE 1 TO BYPASS [11]

As in GRAPIHS, a <cr> response to the above prompt indicates that plots are
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desired, while a 1 bypasses the subroutine.
Set terminal command character to |, then <CR>.

This is the same reminder given by GRAPHS. Section B.1.2.1 details the
responses needed to set the command character. If a Tektronix 4025 term-
inal is not being used, or if the command character has already been set, a
<cr> is all that is required here.

PRESS ANY KEY TO CONTINUE.

This prompt signals that all the data is loaded and ready for plotting.
Hitting any key allows LOCUS to proceed with the plot. This plot is of the
2nd quadrant of the s- or w'-plane, with a symbol at each of the pole loca-
tions from the most recent root locus. Double root loci are represented by
changing the symbol type each time the outer loop gain (k2) changes. The
symbol types are:

X - 1st outer loop gain
A - znd ” ~ -~
g- 3rd -~ .

- 4th -~ - "
o - 5th - ~ »

A cross-hair cursor and menu line appear on the screen after the plot
is completed. Cursor movement is accomplished using the keypad arrow keys.
The menu line indicates the possible cne-letter commands:

<CR>==>VIEWING AREA CORNERS; G==>GAINS; K==> KEY IN X
LIMITS; Q==> QUIT

<CR>: This command allows any region on the screen to be expanded to full
screen size. To define a viewing area for expansion:

1. Using the keypad arrow keys, move the cursor to
the lower left hand corner of the desired area.
Press <cr>.

2. Move the cursor to the uppser right hand corner
of the desired area. Press <cr>.

The root locus in the defined area will be plotted automatically after the
second carriage return. The cursor and meru rasppear after each new plot.

G: This command allows the gains of any pole to be displayed. To use the
"G" command, simply center the cross-hair cursor over a pole, and press
*G”. A small box will be drawn around the cursor location to indicate the
region inside which LOCUS searches for poles. The gains (k1 and k2) of
the first pole found in this box will be displayed adjacent to the box.
Only one pair of gains is given, so care should be taken to make sure that
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only one pole is enclosed by the box. One way to do this is to define a
small enough viewing area with the <cr> &r K command to spread out the
poles.

K: The K command, like the <cr> command, is used to define a8 new viewing
area. After the letter X is pressed, LOCUS gives prompts to enter the X
and Y limits of the desired viewing region:

KEY IN X LIMITS; FOLLOW EACH WITH A <CR> [F10.5]

Here the lower, followed by the upper bound of the desired x range must be
entered. =ach followed by a carriage return.

NOW KEY IN Y LIMITS; FOLLOW EACH WITH A <CR> [F10.5]

The lower and upper limits, in that order, for the desired vertical axis
range, are entered after this prompt. Each entry Is followed by a8 <cr>.
After the second Y limit has been entered, a new plot will be made based on
the limits entered.

Q: This command causes exit from LOCUS and return to the main program to
occur. First, however, the following prompt is given:

DO YOU WANT THE FULL ROOT LOCUS BACK? <YES>

This prompt is included for those times when a small viewing ares has been
defined, and the original viewing area is desired. Instead of keying in
the limits of the larger region with the K command, the user can simply
type Q, followed by a8 <cr> or “Y” response to the above prompt. The
default scale root locus will then appear.
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B.2 DATA FILES

L T N LI S N L S . T S

The following are the logical unit number (LUN) assignments which are

required to run ICAD:

LUN Type
11 output
12  output
13  output
14  output
15 input
18 input
19  input
20 inter-

active
21 inter-

active
22  output

Section

18, and

Usage

time history output file

PSD/frequency response output file

root locus output file

summary file

disturbance data file

aircraft data file

general information data ‘ile

assigned to the Physical Device Number (PDN) of the
terminal being used

assigned to the PDN of the terminal being used

short summary data file

B.2.1 details the the requirements for the input files (LUN’s 15,

19). The only other requirement for input/output is that each LUN

abov be assigned to eithar a data file or a physical device (CRT terminal

or Teletype for user interface).

B.2.1 INPUT DATA FILES

The purpose of the input data files is to initialize both the aircraft

data and the dsesired analysis procedures to minimize the interactive input

required from the user. The data files required are:

1. Aircraft parameters data file (LUN i8).

2. General information data file (LUN 19).

3. Disturbance time history file (LUN 15).

These three input data files are required for any run. The first two

include non-data or comment lines that are generally used as formatting and
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data reminders. Aithough these lines do not contsin any information ex-
plicitly read by ICAD, a line must exist corresponding to each hne in the
following examples, or data will be input improperly.

The aircraft data file contains all information that typically changes
from one flight condition to the next. This includes the system matrices,
fiight condition parameters, labeis and titles, and the output matrices.

The general information data file contains data that will not normal-
ly change from one flight condition to another. It will interface proper-

ly with any aircraft input file which contains matrices of similar di-

mensions, and will cause the same augmaentation and feedback strategies to
be applied cn each.

The disturbance time history data file contains sny sequence of desired
inputs to the system. These will be implemented during the time history
analysis at the specified chronological intervals. This data file, com-
bined with the D matrix, sllows the digital simulation of the open and
closed loop response of the system to any disturbance or set of disturb-
ances. '

Refer to the example files in Figures B.2 through B4 for the se-
quence and formatting of the data files. These figures indicate the lines
which are prompt lines. The format of these liney is not critical, but
they must be included. What follows is a detailed esxplanation of each

input variable, ordered as in the data file itself.
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B.2.1.1 AIRCRAFT DATA FILE

Refer to Figure B.2. The non-data lines in this example file give the

format required on the data lines directly below them in brackets [ ] The

following is an expianation of what each data line contains:

Line 3: Title to be used by the ORACLS subroutines.

Line 5:

line

line

line

line

7

Aircraft matrix dimensions before servo augmentation:
NN = number of aircraft states,

NC = number of controls,

NM = number of outputs,

NZ = not implemented, and

ND = number of disturbances.

Information for generation of power spectral densities:

ALTD = altitude abova ground iavel,

TAS = true air speed, and

SIGMW1 = gust field rms (each input gust value is

10:

13:

1

multiplied by this value).

Label for each of the augmented controls, plus a label for each
disturbance (total # of fabels should be NC + ND).

Label for each output (total # of labels here should be NM)

S-EOF: Aircraft matrices. These data lines should be forrhatted as
in the example, i.e. each matrix must be preceded with an identi-
fication line. Also, two lines must be included for IDENT. IDENT
is a flag which should be set when the H matrix is unity, to
allow ORACLS to skip part of its analysis procedures. Matrix
dimensions ara given in the example file (i.e. matrix B is NN by
NC).
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1 5 10 15 20 25 30 35 W0 45 50 60 70
2 SE58%% FILENAME: “028 <26-JUL-83> IQI!!I!Q"H“O.!H“!![zOAu]

3 Cessna 402B, Flgt # 1 [ Output = Az, Alpha, Th-Dot, Theta )

4 SRNN, NC , NM , NZ , ND HHEnasRaasasss i nas st s assansen/g15)

] 2 6 2 1
2 8488 ALTD, TAS, SICM1 SERRsRssssresssesssissesnssnens(3r10,4]
7 500.00 183.862 6.00 .
8 #888#% CONTROL INPUT LABELS (FIT TO FOLLOWING 'FORMAT')®s8#88[6A10]

9 "00001000”"0'..2.0." "0.3000" "oouooon "..5000. '..60.." ".o7not”

10 U-E U-F W-gust Q-gust
11 ®#8s% QUTPUT LABELS (FIT TO FOLLOWING 'FORMAT')#esssaisasss{6A10]
12 "O...’.Q.”"..QOZIOO""...030..""0...".‘.""....5000."0'.'60.'”".'..7..."

13 Az(frt/s2) Alfa(deg) Q(deg/s) Thet(deg) D-e(deg) D-f(deg)

14 #8438 A MATRIX (NN x NN) SSS250303830003000000 0000887 10.6]
15 -1.172860 -0.071734 0.913378 -0.024388

16 9.657603 -0.0278230 0.0 -31.780448

17 -5.498211 0.000676 -7.532734 0.078358

18 0.0 0.0 1.000 0.0

19 #3488 B MATRIX (NN x NC) HSE7S3S8880s0sssissstttsinasessss[8ri0.6)

20 -0.180128 -0.226209

21 0.0 -4.508151
22 -18.824925 1.116317
23 0.0 0.0

21 #8888 G| MATRIX (NM x NN) SHIRSSRRssssiasssssstsastensnesnans8r10.6]

25 183.862 0.0 0.0 0.0
26 0.0 0.0 0.0 0.0
27 0.0 0.0 0.0 0.0
28 0.0 0.0 0.0 0.0
29 0.0 0.0 0.0 0.0
30 0.0 0.0 0.0 0.0
31 #uae® IDENT = 1 FOR H = IDENTITY MATRIX, ELSE IDENT=OTHER®[5I5]
0
33 #8888 {1 MATRIX (NM x NN) HResssssssssssssnssnsssssssnsssnssse(8ri0,6)
34 0.0 0.0 -183.862 0.0
35 57.296 0.0 0.0 0.0
36 0.0 0.0 57.296 0.0
37 0.0 0.0 0.0 057.296
38 0.0 0.0 0.0 0.0
39 0.0 0.0 0.0 0.0
4O *e888 FU1T MATRIX (NM x NC) HERSSERRRRRYSRERSRRARRRRRRNERRRR]8F10.6)
41 0.0 0.0
42 0.0 0.0
43 0.0 0.0
4 0.0 0.0
45 57.296 0.0
46 0.0 57.296
47 98888 TZ MATRIX (NZ x NN) SRSR0S028800000sanaensntanssssnss[8r10.6)
48 0.0 0.0 0.0 0.0
49 0.0 0.0 0.0 0.0

Figure B.2 Example Aircraft Data File
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8.2.1.2 GENERAL INFORMATION FILE
Refer to Figure B.3:

line 2: Formatting variables for ORACLS subroutines. These ars discussed
in the ORACLS manual, and will effect primarily the format of the
output matrices. For instance, the field FMT1 specifies the data
file output. format for matrices, and the field FMT2 specifies the
format of matrices to be printed out to the screen.

line 4: Convergence criteria for use in ORACLS, plus one CONTROL vari-
able, ISUBNAM, which causes a subroutine trace to occur. For
most applications, the values in Figure B.3 will not change.
line 6: Frequency response and PSD controlling information:
IFREQ = initial PSD and frequency response frequency, and
FFREQ = final PSD and frequency response frequency.
NOTE: CONTROL calculates the w’'-plane frequency response for digital sys-
tems, and assumes that the input IFREQ and FFREQ are s-plane values. The

tollowing conversion is done, which will yield erroneous results for values
of IFREQ or <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>